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Fundamental Analysis on
Rotor-Stator Interaction in a
Diffuser Pump by Vortex Method
A two-dimensional unsteady flow was calculated within a whole stage of a diffuser pump
to investigate pressure fluctuations due to the interaction between impeller and diffuser
vanes by using the vortex method, in which vortices shedding from solid boundary were
determined by the basic governing equation. The Petrov-Galerkin Method was applied to
yield the solutions that satisfy the boundary conditions in an integral sense, and it im-
proved the stability and accuracy of the numerical solutions greatly. A new scheme was
also proposed to improve the unsteady pressure evaluation by a boundary integration
method in the rotor-stator interaction problem. Moreover, for a more realistic prediction
of the pressure fluctuations, the inlet flow was supposed to change with time so that
pumping system may balance. The calculated time-varying flow rate, total hydraulic head
rise and pressure fluctuations in the vaned diffuser passage, were compared with the
measured and calculated ones by other methods. Calculated unsteady pressure fluctua-
tions in the vaned diffuser passage showed good agreement with the experimental data
and the CFD calculated ones.@DOI: 10.1115/1.1413242#

Introduction
In a diffuser pump, the centrifugal impeller interferes with its

successive diffuser vanes and produces pressure fluctuations
downstream of the impeller. These pressure fluctuations may be-
come as large as the total pressure rise across the pump in the case
of a small radial gap between the impeller and diffuser vanes
@1–4#. These fluctuations not only generate noise and vibration
that cause unacceptable levels of stress and reduce component life
due to fatigue, but also introduce unfavorable characteristics of
pump performance even at or near the design point. Therefore,
there is a need to understand the source of unsteadiness~i.e.,
potential and wake interactions! to control the pressure fluctua-
tions and to improve the overall pump performance and reliability.

Dring et al. @5# proposed two distinct mechanisms of rotor-
stator interaction: potential and wake interactions. The potential
interaction is a potential flow effect induced by the inviscid inter-
action because of the relative motion between rotor blades and
stator vanes. On the other hand, the wake interaction originates
from the impingement and convection of the wakes shed from
impeller passages which then move through the successive dif-
fuser passages. These phenomena have been studied extensively
in axial-type turbomachines. However, there have been only few
studies on the impeller-diffuser interaction in centrifugal pumps.

Some experimental contributions to wake interaction in pumps
may be attributed to extensive PIV measurements by Dong et al.
@6#, and Akin et al.@7#, and hot wire measurement by Ubaldi et al.
@8#, as well as the study in Chu et al.@9,10# and Kaupert and
Staubli@11,12#. However, it seems to be difficult to understand the
flow phenomena due to rotor-stator interaction from only experi-
mental studies because of the complicated flow structures in
pumps. Fortes-Patella et al.@13# presented a 2-D unsteady flow
calculation and studied the interaction between the impeller and
volute in the volute pump. Bert et al.@14# carried out an unsteady
flow calculation in a centrifugal pump using a finite element
method. Qin and Tsukamoto@15–17# calculated the pressure fluc-
tuations downstream of a diffuser pump with singularity method.
Shi and Tsukamoto@18,19# calculated the pressure fluctuations

downstream of an impeller in a diffuser pump using the 2-D and
3-D, unsteady RANS code with standard k-e turbulence models.
All of these numerical studies contributed to the understanding of
rotor-stator interaction in pumps. However, numerical methods
have not yet been developed which result in the efficient
and accurate prediction of unsteady flow due to the rotor-stator
interaction.

The vortex method can be applied to calculate the pressure
fluctuations in such very complicated unsteady flows as that in
diffuser pump, since it is grid-free and thus can be easily applied
to flows around complex geometry. Moreover, its Lagrangian rep-
resentation of the evolving vorticity field is well suited to a mov-
ing boundary, and the transformation of the governing equations
to a non-inertial reference frame is unnecessary. Zhu@20# has
calculated the pressure fluctuations due to rotor-stator interaction
in a diffuser pump using the vortex method under a constant flow
rate condition, but this method cannot be applied to cases of
changing operating conditions, such as low capacity range with
flow rate fluctuations. In the present study, the authors’ vortex
method@21# was extended to cases of changing operating points
of pump, and the pressure fluctuations due to the rotor-stator in-
teraction in a diffuser pump were calculated.

Numerical Analysis

Flow Model. The unsteady flow in a test diffuser pump
shown in Fig. 1 was investigated by calculating the 2-D flow field
around the impeller and diffuser vanes shown in Fig. 2. The 2-D
unsteady viscous flow analysis was developed by using a vortex
method, in which the continuous vorticity field is represented by
the bound vortex elementsgb adjoining the solid boundary, and
the vorticesgw emanating from the trailing edge and boundary
layer. Thus, the wake and separated flow which carry concentra-
tions of vorticity are traced by Lagrangian scheme. To satisfy the
no flux and no-slip boundary conditions simultaneously in the
present calculation, source panelss are distributed just under the
boundary surface. After the vorticity and velocity field are deter-
mined, the unsteady pressure field is calculated by the Boundary
Element Method.

Unsteady Velocity. As an extension of the well-known Biot-
Savart law@22# to 2-D unsteady viscous flow, the velocityV(r ) in
a domainS bounded by boundaryL can be written as the sum of

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
January 8, 2001; revised manuscript received June 29, 2001. Associate Editor:
Y. Tsujimoto.

Copyright © 2001 by ASMEJournal of Fluids Engineering DECEMBER 2001, Vol. 123 Õ 737

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



velocity VS(r ) induced by all vortex elements in the domainS,
andVL(r ) induced by the absolute motion of the boundaryL, that
is,

V~r !5VS~r !1VL~r ! (1)

where

VS~r !52
1

2p F E
S

v03~r02r !

ur02r u2 dS0G
and

VL~r !52
1

2p F E
L

~V0•n0!~r02r !

ur02r u2 dL0

2E
L

~V03n0!3~r02r !

ur02r u2 dL0G
Here, r0 is the position of the vortex elements or boundary ele-
ments, andr is the one where the velocity is being evaluated.

In 2-D unsteady viscous flow past a solid boundary, the abso-
lute motion of the solid boundary, e.g., the rotation of the impeller
blade, and inflow condition are generally known, and therefore,
VL(r ) can be obtained easily. The main work is to determine the
VS(r ), that is, the vorticity in the flow field. All the vorticity lies
in the following two subregions: a thin layer of fluid adjoining the
solid boundary, and free shear layers emanating from the trailing
edge and boundary layer, i.e., the wake and separated flow. Thus,
instead of integrating over the entire flow field, one can integrate
over only two relatively small subregions. Then, velocityVS(r )
can be rewritten as,

VS~r !5Vb~r !1Vw~r ! (2)

whereVb(r ) is the velocity induced by the vorticity in the thin
layer of fluid adjoining the solid boundary, andVw(r ) is that
induced in the free wake and separated flow.

Therefore, the main problems in vortex methods are how to
represent the vorticity in the two small subregions and how to
determine its position and strength to satisfy the boundary condi-
tions. There are several important procedures to solve the prob-
lems numerically in viscous incompressible fluid flow over a solid
boundary.

Boundary Conditions. In the present study, the solid boundary
surface is discretized intoN panels, and vortex panels of strength
g i are distributed over each panel with a definite thicknessh to
represent part of the flow boundary layer as illustrated in Fig. 3.
Source panels of strengths i are distributed just under the bound-
ary surface so that no flux and no-slip boundary conditions can be
satisfied simultaneously. Since the strength of source panels ap-
proaches zero asN increases@23#, the velocityVB(r ) due to the
sources as well as vorticityg is an approximation ofVb(r ) and
can be expressed as

Fig. 1 Schematics of test diffuser pump „a… Test pump; „b…
pressure measurement stations for test vaned diffuser

Fig. 2 Mathematical model for calculation

Fig. 3 Panel around solid boundary and nascent vortex
elements

738 Õ Vol. 123, DECEMBER 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



VB~r !52
1

2p F E
L

s~r0!~r02r !

ur02r u2 dL02E
L

g~r0!3~r02r !

ur02r u2 dL0G
5(

i 51

N

~2s iCi1g i3Ci ! (3)

where Ci5(1/2p)*Li
(r02r )/ur02r u2dL0 , g i5G ik/D l i , i

51,2,...,N.
The strength of vortex panel in the domain ABCD and source

panel ABFE can be determined by the Boundary Element Method,
in which there are 2N unknowns for a boundary surface dis-
cretized byN panels. Requiring the total velocityV(r ) ~Eq. ~1!! to
satisfy the boundary conditions produces an equivalent number of
equations. However, there exist additional integral constraints to
ensure a unique solution. The conservation of the circulation in
the vortex panels around the solid boundary can be expressed by

(
i 51

N

G i~ t j !5(
i 51

N

G i~ t j 21!1( G in~ t j 21!2( Gout~ t j 21!

(4)

where the second and third terms on the right-hand side of Eq.~4!
are the sum of vorticity that flows into the panel ABCD, and the
one of vortices shed from the panels, respectively. Here the circu-
lation around each panel can be expressed by the tangential ve-
locity components at boundary CD according to the no-slip
boundary condition.

G i~ t j !52D l in i~ t j ! (5)

Similarly, the integral of source panels over the boundary surface
is zero by continuity, that is,

(
i 51

N

s i~ t j !D l i50 (6)

Because of the integral constraints in Eqs.~4! and ~6!, this set
of 2N12 equations is an over-determined set. The matrix solution
for the vortex elements and source panels is formulated via
Lagrange multipliers so that 2N boundary conditions on velocity
can be satisfied in a least-squares sense and the integral con-
straints can be met exactly.

In order to improve the stability and accuracy of the solution in
the present study a Petrov-Galerkin Boundary Method was ap-
plied to yield a solution that satisfies the boundary conditions
~V50 on the stationary boundary whereasW50 on the rotating
boundary! in an integral sense as opposed to pointwise@24#. In the
Petrov-Galerkin method,

E
L
w~x!V~r !dL50 (7)

where weighting functionw(x)51 on an element and 0 else-
where. The integral of the velocityV(r ) includingVL(r ), VB(r ),
and Vw(r ) on the discrete boundary surface was evaluated ana-
lytically in the Petrov-Galerkin method as given in Appendix A.
The stability and accuracy of the solution were improved, espe-
cially for the solutions at the leading and trailing edges of the
blades.

Vorticity Shedding From Solid Surface.There exist various
procedures for evaluating the shedding vortices@20,25–29#. How-
ever, the effect of the pressure gradient along the solid surface was
neglected in determining the position and rate of the vorticity
shedding from the solid surface in the various algorithms of the
existing vortex methods. A new procedure for vortices shed from
a solid surface was derived directly from the Navier-Stokes equa-
tions, and the effect of the pressure gradient along the solid sur-
face was considered in the present study.

Let us consider the strength of the vortices shed from stationary
boundary DC of the panel ABCD, expressed in the third term on

the right-hand side of Eq.~4!. It can be determined by considering
the circulation change in a stationary domain outside the panels
@21#. Consider now a stationary domainS bounded byL in the
2-D incompressible flow field shown in Fig. 4. The circulation
aroundL can be expressed in the vorticity form of the Navier-
Stokes equations, and then the circulation change is

dG/dt5E
S
]v/]t dS5E

S
@2~V•¹!v1n¹2v#dS (8)

By applying the Gaussian divergence theorem it can be rewritten
as

dG/dt52 R
L
~n¹v!•ndL1 R

L
~Vv!•ndL (9)

The first term on the right-hand side of Eq.~9! represents the
circulation change due to the vorticity diffusion on the boundary,
whereas the second term represents one due to the convection
effect.

Application of theL-directional momentum equation to the in-
tegrated functions of Eq.~9! produces

~2n¹v1Vv!•n5]Vl /]t1]B/]L (10)

If the panel boundary DC shown in Fig. 3 is supposed to be a part
of the boundaryL in Fig. 4, the circulation change due to the
vorticity diffusion and convection on the panel boundary DC can
be expressed in the above domainS at a given period as

G~ t j !2G~ t j 21!5E
t j 21

t j

~dG/dt!dt5(
i 51

i 5N

DG i (11)

where

DG i5E
t j 21

t j E
Li

Li 11

@]Vi /]t1]B/]L#dLdt (12a)

Equation~12a! represents that the circulation changes due to the
vorticity diffusion and convection on the panel boundary DC con-
sist of two parts: the local acceleration shown in the first term on
the right-hand side, and the derivative of the Bernoulli function
along the boundary DC. The effect of viscosity will be considered
in the calculation of Bernoulli functionB as described later.

Vortex Elements Shedding From Rotating Boundary.The cir-
culation change in a given domain rotating with angular velocity
V can be obtained in the manner similar to the stationary bound-
ary case.

DG i5E
t j 21

t j E
Li

Li 11

@]Wl /]t1]B8/]L1~]V/]t3r !• l #dLdt

(12b)

whereB85B2U•V

Discretization of Shedding Vortex Elements.In a short time
incrementDt, the length and vorticity of the nascent vortex ele-
ment were assumed to equal to those of the respective panel over
which it lies. Then, the thickness can be determined by

Fig. 4 Circulation change in a domain S
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Dhi5hDG i /G i~ t j ! (13)

where G i(t j ) is the circulation around panel ABCD shown in
Fig. 3.

When the thicknessDhi is positive and thus the vortex is shed
from the panel into the flow field, a vortex element is added in the
out-domain. When the thicknessDhi is negative and the vortex
elements flow into the panels, on the other hand, no vortex ele-
ments are added. The vortex elements that entered the panels in
the convection process were ignored in the next calculation step.
The effect of the ignored elements was calculated in the second
term on the right-hand side of Eq.~4!, which was employed to
determine the circulation around the panels in the next step.

As illustrated in Fig. 3, in order to avoid the complicated cal-
culation for the nascent rectangular vortex deformation and inter-
ference with the complex boundary,M vortex blobs with viscosity
radius were used to approximate a rectangular vortex element.
Each vortex blob, in which the vorticity is redistributed in Gauss
distribution form, is 1/M of the rectangular vortex element in area
and circulation; that is, in each vortex blob

v5~DG i ,k /pe2!exp~2r 2/e2! (14)

where pe25DhiD l i /M and DG i ,k5DG i /M ; (k51,2...,M ; M
5 int(D l i /h)11). The tangential velocity induced by the vortex
blob can be represented as

nu5~DG i ,k/2pr !$12exp~2r 2/e2!% (15)

By considering the viscosity diffusion with the core-spreading
method@30# in the discrete vortex blobs, in the present study, the
time variation of the core radius can be calculated by

de/dt5c2n/~2e!; c52.242 (16)

Unsteady Pressure. After the vorticity and velocity field are
determined in the above procedures, the unsteady pressure can be
calculated according to the calculated velocity and vorticity time
to time in the resent 2D flow calculation.

The Boundary Element Method was used to obtain the Ber-
noulli function B, which is expressed as@31#

E E
S
B•¹2GdS1E

Li1Ld1L`

B¹G•ndL

52E
Li1Ld1L`

]V/]t•nGdL2n

3E
Li1Ld1L`

~¹G3v!•ndL2EE
S

¹G•~V3v!dS (17)

The acceleration in the first term on the right-hand side of the
above equation can be written in the rotational cylindrical coordi-
nates as

]V/]t5]RW/]t2¹~U•V!1U3~¹3V!1]V/]t3r (18)

From the no-flux boundary condition on the rotating boundary,

E
Li

]RW/]t•nGdL50 (19)

while on the stationary boundary,

E
Ld1L`

]V/]t•nGdL50 (20)

To avoid constructing the mesh for the evaluation of the second
and third terms on the right-hand side of Eq.~18!, in this study, an
inner boundary surfaceL2 was set between the rotor and stator as
shown in Fig. 2. By employing the Gaussian divergence theorem
and the flow continuum equation into Eq.~17!, then the following
equation can be derived:

b1B81b2B1E
Li

B8¹G•ndL1E
Ld1L`

B¹G•ndL

52E
Li

~]V/]t3r !•nGdL1VE
L2

~]Vr /]u!GdL

1E
L2

~V•U!¹G•ndL2nE
Li1Ld1L`

~¹G3v!•ndl

2E E
S1

¹G•~W3v!dS2E E
S2

¹G•~V3v!dS

(21)

where the values ofb1 andb2 at P(xp ,yp) are shown in Table 1.
The left-hand side of Eq.~21! represents a matrix formulation,

which needs to be decomposed on the first several time steps only,
if an appropriate time step is set. The right-hand side accounts for
the change in impeller rotational speed, the viscosity effect of the
vorticity adjacent to the boundary surface, and the flow of volume
vorticity. The vorticity field is represented by the bound vortex
elements and free vortices, and the free vortex with an invariable
circulation is supposed to flow with the velocity at its center point.
Thus the volume integrals on the right-hand side of Eq.~21! can
be evaluated on the center of the bound vortex elements and free
vortices, rather than on a set of convected control points@32#.

Instantaneous Total Head Rise and Flow Rate. The instan-
taneous pump operation is calculated by considering the change in
the pump operating point. The total head rise across the pump is
defined by the difference of the total hydraulic head between the
suction and discharge ports of the pump,

H~ t !5Hd2Hs~ t ! (22)

The hydraulic head at discharge portHd was assumed to beHd
50, so thatH(t) can be obtained after the total hydraulic head at
suction portHs(t) has been determined by Eq.~21!. The total
head rise generated by pumpingH(t), balances the elevation head
He(t), the head loss in the pumping systemHl(t) and the appar-
ent total head differenceHc(t) caused by the inertia of the water
contained in pumping system, as the following equation shows:

H~ t !5He~ t !1Hl~ t !2Hc~ t ! (23)

In the present calculation, it is assumed that the pump delivers
no elevation head, so the instantaneous flow rateQi(t) can be
calculated by

H~ t !5~ l eq /gA0!dQ/dt1kH0Q2/Q0
2 (24)

where H0 and Q0 are the rated total head and flow rates;A0

5pD0
2/4 is nominal flow area;l eq is equivalent pipe length re-

ferred to areA0; and k is resistance coefficient@33#. At every

Table 1 Values of b1 and b2
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calculation step, the pump operating point is determined in the
process of resolving iteratively the instantaneous flow rate and
total head rise in Eqs.~21! and ~24!.

Pump Model and Experimental Data. The test pump is a
single-stage diffuser pump with five impeller blades, eight diffuser
vanes, and volute casing as shown in Fig. 1~a!. Its specifications
are summarized in Table 2. A comprehensive survey of the instan-
taneous pressure was made within the diffuser passages by Tsuka-
moto et al.@4#. The unsteady pressures are measured by semi-
conductor type pressure transducers installed directly on the
pressure taps to prevent the decrease of natural frequency in the
pressure measurement systems.

Calculations by Singularity Method and 3D CFD-code.
Qin and Tsukamoto@15–17# calculated the pressure fluctuations
downstream of a diffuser pump by singularity method. In their
2-D, inviscid and incompressible flow analysis, they set three
kinds of vortices for the fundamental analysis on impeller-diffuser
interaction: steady bound vortices on the impeller, unsteady bound
vortices on the diffuser vanes and free vortices shed from the
diffuser vane trailing edges. Shi and Tsukamoto@18,19# calculated
the pressure fluctuations downstream of impeller in a diffuser
pump by using the 2-D and 3-D unsteady RANS code with stan-
dardk-e turbulence models. The CFD code is a commercial soft-
ware package STAR-CD@34#, in which a technique called Arbi-
trary Sliding Mesh was provided to accommodate the relative
motion between the rotor and stator. In their calculations, the un-
steady flow was simulated on an unstructured grid with 338,460

nodal points by using the pressure based, fully conservative finite
volume method, that is, an implicit first-order scheme for the dis-
cretization of the time-dependent term, a third-order scheme
QUICK for the convection terms and the central difference
scheme for the diffusion terms. The unsteady pressure calculated
by the present vortex method will be compared with the one cal-
culated by the singularity method and the 3-D CFD code.

Calculation Condition and Numerical Error. In the
present calculation, the thickness of the vortex panels adjoining
the solid boundary is assumed to be:h/D252.0/ARe. The instan-
taneous rotational speedN(t) is assumed to be

N~ t !5Nf~12e2t/Tna! (25)

whereTna5T0 was assumed in the present study.
All the computations were conducted on a Workstation VT-

Alpha 666~666 MHz Alpha Processor, 1GB RAM!. To determine
the sensitivity of numerical results to the magnitude of the time
step, the results at 240, 360, and 480 time steps per revolution are
compared. The magnitude of the time step has no significant effect
on the pressure fluctuations shown in Fig. 5. The sensitivity of the
model to the number of surface panels was checked by performing
the calculations on two panel systems, one with 45 panels and the
other with 60 panels distributed along each blade, as shown in
Fig. 6. The numerical results showed that accurate computations
are expected from 360 time steps per revolution and 60 panels per
blade in the present unsteady calculation, as can be seen in Table
3. Approximately 25,000 vortex elements in the rated operating

Table 2 Specifications of test pump

Table 3 Calculation condition and statistic values of the cal-
culated result

Fig. 5 Effect of time step on pressure fluctuations at station
„r 1 ,c 1… for rated condition

Fig. 6 Effect of panel density on pressure fluctuations at sta-
tion „r 1 ,c 1… for rated condition
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condition and 30,000 vortex elements in the off-design operating
condition were used in the present calculation. Therefore, for the
present 2-D calculations,the numerical deviations from the experi-
mental data can be attributed to physical modeling error:~1! 2-D
and 3-D difference;~2! difference between numerical calculation

modeling and real pump modeling;~3! uncertainties in measured
data; and~4! discretization error in the vorticity field.

Results and Discussion

Instantaneous Flow Rate and Total Hydraulic Head. Fig-
ures 7~a!, ~b!, and~c! show the time histories of the flow rate and
total hydraulic head after starting the pump under the rated, over-
capacity and low-capacity flow conditions. It can be found that the
instantaneous flow rate and total hydraulic head change remark-
ably at the initial stage after starting the pump and reach their
steady values after 6 revolutions of the impeller for the pumping
system described in Table 2. The mean values of the instantaneous
flow rate and the total hydraulic head in Fig. 7 are the time
averaged-values after 6 revolutions of the impeller. The flow in
the diffuser pump seems to be the most stable at the rated condi-
tion because the calculated standard deviation of instantaneous
flow rate and total hydraulic head shown in Fig. 7~a! is the small-
est among these three cases.

Pressure Fluctuations in the Diffuser Passage. The mea-
sured unsteady pressure data presented are phase-averaged in 100
revolutions of the impeller, whereas the calculated data by the
present vortex method, the singularity method and the 3-D CFD
code are not phase-averaged but instantaneous.

Figure 8 represents the time histories of the calculated and mea-
sured unsteady pressure on the pressure taps alongc1 line ~see
Fig. 1~b!! in the diffuser passage at the rated condition. The wave-
form of unsteady pressure calculated by the present vortex method
shows a good agreement with the measured one. The peak of
unsteady pressure appears at the instant when the trailing edge of
an impeller vane is the closest to the leading edge of a diffuser
vane, shown later in Fig. 11~a!. Since the unsteady pressure at the
different radial locations on thec1 line shows the peak at the same
instant as designated by ray A, it is thought to be caused by the
change in the relative position of the impeller and diffuser vanes,
that is, the effect of the potential interaction. The potential inter-

Fig. 7 Time histories of instantaneous flow rate and hydraulic
head after starting. „a… Case 1„kÄ1; rated …; „b… Case 2 „kÄ0.5;
overcapacity …; „c… Case 3 „kÄ2; low-capacity …

Fig. 8 Time histories of unsteady pressure along c 1 line for
Case 1 „kÄ1; rated …; experimental uncertainty in DCÄÁ7.1%
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action is found to be dominant at the inlet because the pressure
peak due to the potential interaction decreases at bigger radii in
the diffuser passage. On the other hand, the valley of unsteady
pressure is due to the gust effect of the impeller blade wake, since
it shows a bigger time lag with increasing radii as shown by ray B.

Figure 9 shows the time histories of the unsteady pressure at
diffuser inlet r 5r 1 ~see Fig. 1~b!! at the rated condition. The
calculated waveform agrees well with the measured one. The un-
steady pressures are propagating toward the circumferential direc-
tions as can be seen in these figures. The pressure peak due to the
potential interaction appears at the same instantt* 50 as indicated

by A0, which propagates instantaneously fromc1 to c5 and de-
creases from the suction to pressure side in the diffuser passage. It
can be found that a similar effect as designed byA1 appears and
propagates fromc5 to c1 at the instant when the potential inter-
action occurs at the next diffuser vane nearc5. The amplitude of
the pressure fluctuations is greater near the suction side than that
near the pressure side. The increase in the unsteady pressure due
to the impeller blade trailing edge approaching the diffuser vane
leading edge is less than the unsteady pressure drop due to the
passing through of the impeller blade trailing edge. Whereas the
potential interaction occurs at the same instant on the entire flow
field, the effect of wake interaction generates a valley after the
passing of the impeller trailing edge through the diffuser leading
edge and thus shows a time lag in a pressure valley as designated
by ray B.

Figure 10 depicts the time histories of the unsteady pressure
coefficient calculated by the present vortex method, singularity
method@16,17#, 3-D CFD code@19# and as measured on a repre-
sentative pressure tap (r 1 ,c1) at the rated condition. The wave-
form of unsteady pressure predicted by the present vortex method
shows better agreement with the experimental result than the
waveform predicted by the singularity method, which comprises
only low frequency components, or the 3-D CFD code, which
includes much higher frequency components. The amplitude of

Fig. 9 Time histories of unsteady pressure at diffuser inlet for
Case 1 „kÄ1; rated …; experimental uncertainty in DCÄÁ7.1%

Fig. 10 Time histories of pressure fluctuations at station
„r 1 ,c 1… for Case 1 „kÄ1; rated …; experimental uncertainty in DC
ÄÁ7.1%

Fig. 11 Vortex pattern and relative position of the rotor to stator for Case 1 „rated …. „a… At time t A* ;
„b… at time t B* .
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the pressure fluctuations predicted by the vortex method or by the
3-D CFD code, however, is bigger than the experimental result
and that calculated by the singularity method. The big drop in the
pressure fluctuations due to the passing of the impeller blade trail-
ing edge is not predicted by the singularity method because the
blade thickness and viscous wake-diffuser interaction are ne-
glected in the calculation. The turbulent model and the numerical
error are found to be the reasons why much higher frequency
components in unsteady pressure appear in the 3-D CFD code
calculation.

Figures 11~a! and ~b! show the vortex pattern in the diffuser
passage and the relative position of the rotor to stator at the instant
of the unsteady pressure peak and valley on the pressure tap

(r 1 ,c1), respectively. The big drop in unsteady pressure from
peak to valley is caused by the passing of the trailing edge of the
impeller blade through the leading edge of diffuser vane. The
vortices in the wake shed from the impeller blade trailing edge
travel with the main flow from the impeller and are chopped into
segments by the diffuser vanes. The vortices in the diffuser pas-
sage do not spread over the entire passage but flow in sheet shape
at rated condition.

Figures 12~a!, ~b!, ~c!, and 13~a!, ~b!, ~c! depict the pressure
fluctuations at the time domain and frequency domain, respec-
tively, on the representative pressure tap (r 1 ,c3), (r 2 ,c3!, and
(r 3 ,c3) in the diffuser passage at the rated condition. The pres-

Fig. 12 Time histories of pressure fluctuations for Case 1
„kÄ1; rated …; Experimental uncertainty in DCÄÁ7.1%. „a… Sta-
tion „r 1 ,c 3…; „b… Station „r 2 ,c 3…; „c… Station „r 3 ,c 3….

Fig. 13 Pressure fluctuations in frequency domain for Case 1
„kÄ1; rated …. „a… Station „r 1 ,c 3…; „b… Station „r 2 ,c 3…; „c… Station
„r 3 ,c 3….
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sures calculated by the present vortex method show good agree-
ment with the ones measured and also those predicted by the 3-D
CFD code~Fig. 12!. The power spectral density function shown in
Fig. 13 is extracted from the corresponding data in the time do-
main shown in Fig. 12 using an external FFT program. The
present simulations demonstrate that the unsteady pressure in the
diffuser passage fluctuates with the impeller blade passing fre-
quencyNZi and its higher harmonics. A good agreement can be
seen between the measured frequency components and those pre-
dicted by the vortex method~Fig. 13!.

The effects of the rotor-stator interaction are presented in more
detail in Fig. 14~a!, which shows the time histories of unsteady
pressure on the suction surface of the diffuser vane at the rated
condition. Ray A shows the propagation of pressure peak induced
by the potential interaction between the impeller and diffuser
vanes, which appears at the same instant as described previously.
The pressure valley propagates along the direction of ray B. It is
induced by the wake interaction, which is generated at the instant
when the trailing edge of impeller blade is passing through the
leading edge of diffuser vane. Ray C shows the effect of wake
transport from the trailing edge of the impeller vane. The wake
shed from the trailing edge of the impeller interacts with the
boundary layer of the diffuser vane and affects the pressure on the
blade surface. Figure 14~b! depicts the unsteady pressure distribu-
tions on the suction surface of the diffuser vane at timet*
57/16. Figure 15 shows the vortex pattern at the time correspond-
ing to Fig. 14~b!. The effect of wake transport can be seen at two
locations in Fig. 15, which correspond to the points with a marked
pressure drop,C1 andC2, shown in Fig. 14. The amplitude of the
pressure fluctuations due to wake transport is affected by the
strength of the wake, and the wake effect is weaker than the po-
tential interaction at the rated condition. While the propagation
velocity of the potential interaction is determined by the angular
velocity, the effects of wake transport propagate with the flow
absolute velocity.

The pressure fluctuations near the diffuser inlet are mainly af-
fected by the potential interaction, while those near the diffuser
passage outlet are mainly affected by the wake shed from the
impeller blade. The calculations by the singularity method can
predict the effect of the potential interaction reasonably, but can-
not predict the effect of the wake acceptably. However, the calcu-
lations by the present vortex method can predict the effect of the
potential interaction as well as the effect of the wake reasonably,
as can be seen in Figs. 8–10, 12–15.

Conclusion
A numerical method was developed for a more realistic predic-

tion of the pressure fluctuations due to rotor-stator interaction in a
diffuser pump by considering the change in operating point of the
pump. The pressure fluctuations were predicted in 2-D unsteady
incompressible flow by using a vortex method, in which vortices
shed from solid boundary are determined based on the momentum
equations. The calculated pressure fluctuations in the diffuser pas-
sage were compared with the ones measured as well as calculated
by the singularity method and the 3-D CFD code. From the results
of the present study, the following conclusions are derived.

1 The potential effect of the wake effect on the pressure fluc-
tuations can be predicted satisfactorily by the present vortex
method.

2 Whereas the pressure fluctuations near the diffuser inlet are
affected by the potential interaction, the pressure fluctuations near
the outlet are predominantly affected by the wake effects due to
wake transport.

3 The pressure in the diffuser passage fluctuates with the basic
frequency of the impeller blade passing frequencyNZi and its
higher harmonics.

Fig. 14 „a… Time histories of unsteady pressure on SS of dif-
fuser vane for Case 1 „rated …; „b… pressure distributions on SS
or diffuser vane at t *Ä7Õ16 for Case 1 „rated …

Fig. 15 Vortex pattern at t *Ä7Õ16 for Case 1 „rated …

Fig. 16 Local coordinates on boundary
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Nomenclature

B 5 Bernoulli function5p/r1V2/2
b 5 passage width

C* 5 coordinate of diffuser suction surface measured
from leading edge

c 5 symbol of pressure traverse line
D2 5 impeller diameter

f 5 frequency
G 5 Green function
H 5 total hydraulic head rise across pump

H0 5 rated total head
Hc(t) 5 apparent total head difference caused by inertia

of water in pumping system
Hd 5 total hydraulic head at discharge port

He(t) 5 elevation head
Hl(t) 5 total hydraulic loss in pumping system
Hs(t) 5 total hydraulic head at suction port

k 5 resistance coefficient of pumping system
k 5 unit vector forz direction in Cartesian system

~x,y,z!
l eq 5 equivalent pipe length
l,n 5 unit vector for longitudinal and normal direc-

tions on boundaryL
L 5 boundary of concerned domain
N 5 rotational speed
Nt 5 number of impeller revolutions after its start

5*0
t N(t)dt

p 5 static pressure
PS 5 pressure side
Q 5 flow rate

Q0 5 rated flow rate
r,u 5 cylindrical coordinates
Re 5 Reynolds number5D2V0 /n
S 5 entire region of concerned domain

SS 5 suction side
t 5 time

t* 5 nondimensional time5t/Ti
T0 5 time required for one revolution of impeller
Ti 5 time required for one pitch of impeller blade

Tna 5 nominal acceleration time
U 5 perpheral velocity

U2 5 peripheral speed of impeller
V0 5 meridian velocity at suction port
V 5 absolute velocity

Vb(r ) 5 velocity induced by thin layer of fluid adjoin-
ing solid boundary

VB(r ) 5 Vb(r ) approximated in numerical calculation,
defined in Eq.~3!

VL(r ) 5 velocity induced by absolute motion of bound-
ary L

VS(r ) 5 velocity induced by all vortex elements in the
entire region of interest

Vw(r ) 5 velocity induced by wake and separated flow
W 5 relative velocity
Z 5 number of blades
g 5 vorticity in thin layer of fluid adjoining solid

boundaryL
G 5 circulation ~anti-clockwise is positive!
r 5 density
s 5 source
n 5 kinematic viscosity
v 5 vorticity
V 5 angular velocity

c 5 pressure coefficient5(p2rgHs)/(rU2
2/2)

C̄ 5 steady value ofC
Dc 5 nondimensional unsteady pressure5C2C̄

Subscripts
d 5 diffuser
i 5 impeller

1,2 5 impeller inlet and outlet
3,4 5 diffuser inlet and outlet

` 5 infinite

Appendix A
Let us consider the numerical procedure based on the Petrov-

Galerkin method. The integral of velocityV~r ! on the boundary
elementL j is written as

E
L j

V~r !dl5E
L j

$VB~r !1Vw~r !1VL~r !%dl (26)

From Eq.~3!, the first term on the right hand side of the above
equation is

E
L j

VB~r !dl5(
i 51

N S 2s iE
L j

Cidl1g i3E
L j

Cidl D (27)

The integral ofCi5(1/2p)*Li
(r02r )/ur02r u2dL) on the segment

L j contributed by the vortex and source sheet of length 2l i ~see
Fig. 16! along x axis can be expressed in the Petrov-Galerkin
method as follows:

E
L j

ni•Cidl5A~11k2!E
xj

xj 11

$tan21@~x2 l i !/~kx1b!#

2tan21@~x1 l i !/~kx1b!#%dx (28)

E
L j

ti•Cidl5A~11k2!E
xj

xj 11

$ ln@~x2 l i !
21~kx1b!2#

2 ln@~x1 l i !
21~kx1b!2#%dx (29)

where k5(yj 112yj )/(xj 112xj ) and b5yj2kxj ; (xj
Þxj 11), x andy are the tangential and normal field points refer-
enced to the centroid of segmentLi .

Thus, the integral ofVB(r ) on the discrete boundary elements
can be obtained analytically. In the similar manner, the second and
third term integral on the right hand side of Eq.~26! can be
obtained.
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Analysis of Vortical Flow Field in
a Propeller Fan by LDV
Measurements and LES—Part I:
Three-Dimensional Vortical Flow
Structures
Three-dimensional structures of the vortical flow field in a propeller fan with a shroud
covering only the rear region of its rotor tip have been investigated by experimental
analysis using laser Doppler velocimetry (LDV) measurements and by numerical analysis
using a large eddy simulation (LES) in Part I of the present study. The propeller fan has
a very complicated vortical flow field near the rotor tip compared with axial fan and
compressor rotors. It is found that three vortex structures are formed near the rotor tip:
the tip vortex, the leading edge separation vortex, and the tip leakage vortex. The tip
vortex is so strong that it dominates the flow field near the tip. Its formation starts from
the blade tip suction side near the midchord. Even at the design condition the tip vortex
convects nearly in the tangential direction, thus impinging on the pressure surface of the
adjacent blade. The leading edge separation vortex develops close along the tip suction
surface and disappears in the rear region of the rotor passage. The tip leakage vortex is
so weak that it does not affect the flow field in the rotor.@DOI: 10.1115/1.1412565#

Introduction
Propeller fans with a shroud covering only the rear region of

their rotor tips are widely used as cooling fans installed in the
outdoor unit of split room air conditioners and in the engine block
of automobiles. They have a very complicated vortical flow field
near the rotor tip. In addition to compactness, the need for low
noise and high efficiency in these systems is rapidly increasing.

It is well known that the vortical flow field near the rotor tip in
propeller fans affects their aerodynamic performance and noise
characteristics. It was found that the vortical flow field has a close
relation to the configuration of the shroud. Parametric studies on
the shroud shape, the installation distance between the shroud and
the rotor leading edge, and the tip clearance were performed by
Fukano et al.@1,2# for a propeller fan. Sato and Kinoshita@3#, and
Akaike and Kikuyama@4# investigated the behavior of the vortical
flow inside and outside of propeller fan rotors using laser Doppler
velocimetry ~LDV ! measurements. They showed that a vortical
structure with reverse flow was observed just upstream of the
shroud at a low flow rate, and that the system noise could be
reduced by controlling the vortical flow near the tip with optimi-
zation of the shape of the shroud. Akaike et al.@5# attempted the
noise reduction in a cooling~propeller! fan for an automobile
radiator by optimizing the axial distance between the fan rotor and
the shroud using three-dimensional numerical simulations and ex-
perimental measurements. They pointed out that two types of vor-
tex structure were observed near the rotor tip, and the noise level
could be reduced by controlling the vortical flow. Longhouse@6#
introduced rotating shrouds attached to the rotor tips to reduce the
noise caused by the tip leakage vortex. The above studies imply
that the vortical flow near the rotor tip is closely related to the
aerodynamic performance and noise characteristics of propeller
fans.

The role of the tip flow in propeller fans seems to be similar to

that of the tip leakage flow in full-ducted fans. Effects of the tip
leakage flow in axial fan and compressor rotors have been inves-
tigated by a great number of experimental and numerical studies.
However, it is difficult to apply these results on the tip leakage
flow directly to the tip flow in propeller fans, because in propeller
fans considered in these studies only the rear region of the rotor
tip is covered by a shroud unlike the full-ducted fans. Structure
and behavior of the vortical flow near rotor tip in propeller fans
have not been elucidated sufficiently. Although remarkable noise
reduction in propeller fans has been achieved in the last two de-
cades, the relation between the vortical flow field and the noise in
propeller fans is still unknown.

In the present study consisting of two parts, the vortical flow
field in a propeller fan with a shroud covering only the rear region
of the rotor blade is analyzed by LDV measurements and a large
eddy simulation~LES! to evaluate its structure and unsteady be-
havior. Moreover, from the point of view of the aeroacoustics in
the propeller fan, the relation between the unsteady behavior of
vortex structures in the rotor and the pressure fluctuation on the
rotor blade is investigated. In Part I, the three-dimensional vortical
flow structure in the propeller fan is elucidated.

Experimental Apparatus and Procedures

Test Propeller Fan. The present study was performed in the
propeller fan rotor installed in an outdoor unit of room air condi-
tioner, as shown in Fig. 1. The propeller fan is a mixed flow type
with inclined angle at the hub. Design specifications of the rotor
blade are summarized in Table 1. A flow coefficient~F! and a
static pressure rise coefficient~C! are defined as

F5
4Q

p~Dt
22Dh

2!Ut
(1)

C5
2DPS

rUt
2 (2)
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whereQ is the volume flow rate,DPS is the static pressure rise,
Ut is the rotor tip speed,r is the density,Dt is the rotor tip
diameter, andDh is the rotor hub diameter at rotor inlet.

The rotor blade has circular arc sections designed according to
a quasi-three-dimensional method of Inoue et al.@7#. To obtain the
low-noise and high-efficiency propeller fan, the distribution of the
blade chord length was optimized using stored~data-based! ex-
perimental data of the outdoor unit of room air conditioners. The
blade thickness is 4 mm at the hub and 3 mm near the tip, and
decreases proportionally from the hub. On the blade edges~lead-
ing, trailing and tip edges!, there is no blade thickness by round-
ing off the blade suction side.

Figure 2 shows the configuration of the shroud in the test fan,
which is the sectional view. The test shroud is a bell-mouth type
covering only the rear region of the fan rotor, which is widely
used in the outdoor unit of room air conditioners. It has an inner
diameter of 390 mm and a minimum rotor tip clearance of 5 mm
~2.8 percent of tip chord!. The axial length of the shroud, H in Fig.
2, is 62 mm. Twelve percent of the axial chord at the rear part of
the rotor blade is covered by the shroud. Details of the propeller
fan are given on a laboratory web site@8#.

Figure 3 shows the performance characteristics of the test fan
obtained according to the fan performance test standards of JIS B
8330. The efficiencyh is defined using the static pressure rise as

h5
Q•DPS

T•V
(3)

whereT is the rotor torque andV is the angular velocity magni-
tude of the rotor. The test fan has the maximum efficiency of 37
percent at the design flow condition, as shown in Fig. 3.

Measuring Procedures and Experimental Uncertainty.
Measurements were performed in a system of the outdoor unit of
room air conditioner. As shown in Fig. 4, the system consisted of
a condenser~heat exchanger!, a propeller fan~fan rotor and
shroud!, and a fan driving motor. Velocity distributions were mea-
sured on a meridional plane of the fan rotor. The inflow region
consisted of a front inlet and a partial side inlet to maintain a large
inlet area. In the present system, the fan driving motor shown in
Fig. 4 was installed at the rotor outlet region to keep uniform inlet
velocity distributions.

Figure 5 shows the side-sectional view of the experimental ap-
paratus, together with measuring regions. A flow field above 75
percent span, which is shown by A and B in Fig. 5, was measured
by a laser Doppler velocimetry~LDV ! at the design flow condi-
tion ~F50.27! with the design rotor rotational speed of 670 rpm.
A DANTEC three-dimensional LDV system operating in the
back-scattering mode was used to measure the internal flow in-
cluding the blade passage flow near the rotor tip. The LDV system
consisted of a light source, a transmitter, probes, fiber optic cables,
a 3-D traverse, and a signal processor. In the LDV measurement,
the power of the LEXEL Ar-ion laser was adjusted to 5 W.

One-dimensional and two-dimensional probes for measuring
the three-dimensional velocity components were controlled by the

Fig. 2 Configuration of bell-mouth type shroud

Table 1 Design specifications of propeller fan

Fig. 1 Schematic view of test propeller fan rotor: Front view
„left … and side view „B-B … „right …

Fig. 3 Total performance of test propeller fan

Fig. 4 Top sectional view of experimental apparatus
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DANTEC three-dimensional traversing system with traverse reso-
lution of 0.05 mm. The diameter of the front lens of the probes
was 85 mm with focal length of 600 mm. The angle between the
two probes was kept at 30 degrees. The three-dimensional veloc-
ity components were obtained by the single processor based on an
auto covariance method.

The fringe count of each component is 28 and the dimension of
the measuring volume in the radial, tangential and axial direction
is about 271mm, 278mm and 290mm, respectively. In the present
measurement of the three-dimensional velocities, the effective
data rate is approximately 100 Hz, even though it depends on the
measuring positions.

To measure complicated flow fields around the shroud as well
as in a rotor blade passage, a measuring section was divided into
two blocks: one consisted of regions near the rotor tip and outside
the shroud~A in Fig. 5!, and the other was a region inside the
shroud~B in Fig. 5!. The window for LDV measurements was
made of plexiglass plate with 0.8 mm thickness and installed on a
cover plate just above the region ‘‘A’’ in Fig. 5. The seeding was
introduced at the entrance of the system using a smoke generator
of paraffin oil. The seeding had an average size of 1mm. The
encoder, which had 0.1 degree angular resolution, was installed
directly at the fan motor shaft to measure the flow fields phase-
locked to the rotor.

Ensemble averaged values were obtained by 30,000 sampling
data at each meridional position. The sampling data were deter-
mined by preliminary experiments to minimize the experimental
uncertainty. Statistical uncertainty could be estimated as stated by
Snyder et al.@9#. In the blade passage, the uncertainty of the radial
velocity component was 1.7 percent based on the time-averaged
absolute velocity, and the uncertainty of the axial and tangential
velocity components was lower than the radial one. Relatively
high levels of uncertainty are observed near the rotor tip having a
strong vortical flow as well as blade surfaces and shroud wall.

Large Eddy Simulation

Numerical Scheme. A large eddy simulation~LES! was ex-
ecuted to investigate the three-dimensional structure and unsteady
nature of the vortical flow in the propeller fan. In the present
numerical simulation, the flow field was simulated in the frame of
reference rotating with the rotor. The numerical method used in
the present simulation is outlined in the following.

The filtered compressible Navier-Stokes equations were dis-
cretized in space using a cell-centered finite volume formulation
and in time using the Euler implicit method. To capture the vor-
tical flow structure sharply, the inviscid fluxes were evaluated by
a high-resolution upwind scheme based on a TVD formulation
~Furukawa et al.@10#!, where a Roe’s approximate Riemann

solver of Chakravarthy@11# and a third-order accurate MUSCL
approach of Anderson et al.@12# with the Van Albada limiter were
implemented. In general, most of numerical solvers for incom-
pressible flows are based on artificial dissipative schemes in
which the inviscid terms are discretized in central differencing
manners with artificial dissipation terms. According to studies on
the application of the high-resolution upwind schemes to the
Navier-Stokes equations by van Leer et al.@13#, and Swanson and
Turkel @14#, it was found that built-in numerical dissipation terms
introduced by the high-resolution upwind scheme using the Rie-
mann solvers such as Roe’s~Roe @15#! and Osher’s~Osher and
Chakravarthy@16#! automatically become much smaller in bound-
ary layers than those introduced by the artificial dissipative
schemes so as not to dominate the natural diffusion in boundary
layers. This means that the high-resolution upwind schemes using
the Riemann solvers have not only shock capturing capability but
also excellent boundary layer capturing one.

The viscous fluxes were determined in a central differencing
manner with Gauss’s theorem. Simultaneous equations linearized
in time were solved by a point Gauss-Seidel relaxation method
using no approximate factorization~Furukawa et al.@17,18#!. To
obtain a time-accurate solution, inner iterations, so-called Newton
iterations, were introduced at each time step according to Chakra-
varthy @19#. The scheme was kept second-order-accurate in time
by applying the three-point-backward difference approximation to
the temporal derivative~Inoue and Furukawa@20#!. It should be
noted that the present implicit scheme with the relaxation method
has no factorization error, thus being stable up to much larger size
of time step than implicit schemes with approximate factorization.
For the unsteady flow simulation presented in this paper, 25 inner
iterations were performed to obtain a highly time-accurate solu-
tion at each time step.

In the present large eddy simulation~LES!, Smagorinsky’s eddy
viscosity model@21# with the damping function of van Driest was
used to present the subgrid-scale~SGS! stress fields. The subgrid-
scale eddy viscositym t is computed by

m t5 r̄ l 2A2P̃ (4)

where

P̃5S̃i j S̃i j (5)

S̃i j is the strain tensor of the resolvable field given as

S̃i j 5
1

2 S ]ũi

]xj
1

]ũ j

]xi
D (6)

In Eq. ~4! l is the characteristic subgrid length scale, which in-
cludes the near-wall effect as follows:

l 5CSDA~12exp~2y1/A1!! (7)

where CS is the Smagorinsky constant~0.1 for this study! and
A1525 is the van Driest damping constant.D represents the filter
width of the computational grid, which was computed as the third
root of the computational cell volume (V):

D5A3 V (8)

Computational Grids and Boundary Conditions. A com-
posite grid system with structured H-type grids was adopted to
represent the complicated configuration of the propeller fan in-
cluding the shroud. As shown in Fig. 6, the computational domain
was divided into two blocks. Block 1 surrounded the rotor, and
block 2 was located in the outer region of block 1. The area of the
fan inlet was determined equivalently by the whole inlet area of
the outdoor unit of room air conditioner including the area of the
partial side inlet shown in Fig. 4.

Figure 7 shows computational grids viewed from the top and
the front, as well as the perspective view of the grid in block 1.
The computational grid of block 1 consisted of 166 cells in the
streamwise direction~120 cells on the blade!, 86 cells in the span-

Fig. 5 Side sectional view of experimental apparatus
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wise direction~61 cells on the blade!, and 80 cells in the pitchwise
direction. The grid of block 2 consisted of 166315380 cells in
the streamwise, spanwise and pitchwise directions, respectively.
The whole grid system had 1,341,280 cells. The ratio of the mini-
mum grid spacing on solid walls to the blade tip chord length was
under 131025 to evaluate the viscous fluxes at the walls by ap-
plying the no-slip and adiabatic conditions with no wall function
method. This minimum grid spacing gavey1,2.5 at the walls.
Boundaries of the computational domain were formed by cell in-
terfaces in the cell-centered finite volume approach. In the present
scheme, fictitious cells were introduced just outside all the bound-
aries, and values of conserved variables satisfying boundary con-
ditions were given at the fictitious cells. Using the fictitious cells,
numerical fluxes through the boundaries were evaluated in the
same way as interior cell interfaces. This treatment of the bound-
ary conditions prevented nonphysical reflections at the inflow and

outflow boundaries, because the inviscid fluxes through the
boundaries were evaluated according to the approximate Riemann
solver in which the signal propagation properties of the Euler
equations were simulated.

The conserved variables at the fictitious cells adjacent to the
inflow boundary were given by uniform flow conditions upstream
of the fan. Meanwhile, for the outflow boundary, the variables
except the meridional velocity component at the fictitious cells
were set equal to those at interior cells adjacent to the boundary:
the profile of the tangential averaged meridional velocity was pre-
scribed by the experimental results, and its magnitude was scaled
to the total flow rate imposed. For reducing a computational load,
the nonaxisymmetric flow field in the propeller fan installed in the
outdoor unit of room air conditioner was simulated by applying a
periodic boundary condition in the tangential direction to a single
blade passage, taking no account of the partial side inlet~as shown
in Fig. 4!, the upstream condenser and the downstream grille. The
validity of the present simulation will be shown in the following
by comparing numerical results of the simulation with experimen-
tal ones.

Identification Method of Vortex Cores
To readily understand the vortex structure in the complicated

flow field of the propeller fan, a vortex identification method by
Sawada@22# was adopted. This method can find the vortex struc-
ture clearly in the rotor blade passage. In the Sawada’s method,
where the vortex axis is identified by a semi-analytic method
based on the critical point analysis, the assumption is that the local
velocity field can be linearly parameterized in a tetrahedral cell.
The streamline equations written in the parameter space become
integrable analytically over the cell, and as a result the obtained
expression provides the possible vortex centerline. If the vortex
center line crosses the cell, the line segment inside the tetrahedral
cell is regarded as the fraction of vortex core. Furukawa et al.@23#
and Inoue et al.@24# analyzed structures of the tip leakage vortex
in an axial compressor rotor using this vortex identification
method. In the present study, the vortex identification was per-
formed in the velocity field relative to the rotor.

To analyze the nature of vortices quantitatively, the vortex cores
identified according to Sawada’s method are colored with a nor-
malized helicity, which is similar to that used by Levy et al.@25#.
The normalized helicity is very useful in investigating the nature
of vortices, for example detecting the vortex breakdown region
and the stagnation point in the vortex core, as shown in compres-
sor rotor flow fields by Furukawa et al.@23,26#. The normalized
helicity Hn is defined by

Hn5
jW•wW

ujW uuwW u
(9)

wherejW and wW denote vectors of the absolute vorticity and the
relative flow velocity, respectively. It should be noted that the
normalized helicity is not defined by the relative vorticity, but by
the absolute vorticity, considering that secondary flow fields in
turbomachinery rotors are dominated by the component of abso-
lute vorticity along the relative flow direction. The normalized
helicity is the cosine of the angle between the absolute vorticity
and relative velocity vectors. This means that the magnitude of the
normalized helicity tends to unity in the vortex core, and that its
sign indicates the swirl direction of the vortex relative to the
streamwise velocity component.

Results and Discussion

Analysis of Vortical Flow Structures by LDV Measure-
ments. Meridional velocity vectors and meridional streamlines
in a tangentially averaged flow field obtained by the LDV are
shown in Fig. 8, which shows only the upper half region of the
system. A tip vortex is observed close to the rotor tip and its core
is located at 63 percent axial chord from the leading edge. It is

Fig. 6 Meridional view of computational domain

Fig. 7 Computational grid system for block 1 with 50 percent
grid density. „a… Cross-section views: top view near tip „left …
and front view near leading edge „right … „b… perspective view.
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readily seen that a strong inward radial flow in the fore part of the
rotor tip and a reverse flow near the leading edge of the shroud are
observed. This means that the fluid flows into the rotor passage
not only through the rotor leading edge region but also through
the fore part of the rotor tip.

Distributions of meridional velocity vectors and meridional
streamlines are shown on nine meridional planes in Fig. 9 accord-
ing to the LDV measurements. The meridional planes are located
at intervals of 8 degrees in the tangential direction from the blade
suction side to the pressure one, as shown by planesa-i in Fig.
10. Thick oblique solid lines in Fig. 10 denote the rotor tip sec-
tions. The rotor leading edge is located in planeh, and the trail-
ing edge in planed. The position of the tip vortex core is deter-
mined by the position with minimum kinetic energy in each

meridional plane. The trajectory of the tip vortex core viewed
from the shroud is shown by circular symbols in Fig. 10.

The onset of the tip vortex formation is observed near the mid-
chord on the blade tip suction side~A on planeb in Fig. 9!. The
tip vortex convects toward the rotor exit from planeb to plane
f. From the midpitch to the pressure side~planesf-i!, how-
ever, the tip vortex convects in the almost tangential direction.
The tip vortex is weakened near the pressure surface as shown by
B on planeb in Fig. 9. This implies that the tip vortex impinges
on the pressure surface of the adjacent blade. According to Fig. 9,
it is found that the tip vortex plays a major role in the flow fields
near the rotor tip and has a large blockage effect on the through
flow.

Analysis of Vortical Flow Structures in Time-Averaged Flow
Field by LES. The large eddy simulation~LES! was applied to
the test propeller fan at the design flow condition~F50.27!. A
nondimensional time step size normalized by the blade tip radius
and the inlet sound speed was set to 0.05 in the present unsteady
flow calculation by LES. A steady flow solution obtained by the
Reynolds-averaged Navier-Stokes~RANS! equations was used as
an initial state of the unsteady calculation. The unsteady flow
solution of the present LES has a transitional state as will be
mentioned in Part II. In the following, three-dimensional structure
and unsteady behavior of the vortical flow in the propeller fan are
investigated by analyzing the solution for a period of 300 nondi-
mensional time after the transitional state, which corresponds to
6000 time steps~about 9.3 blade passing!.

Fujitsu vector parallel supercomputer~VPP700! with 2.2
GFLOPS peak performance per each vector Processing Element
~PE! was used for the present study. It took about 750 hours to
perform the present LES~whole 16,000 time steps including the
transitional state! using 16 PEs.

First of all, numerical results of LES are compared with the
results of the LDV measurements to show the validity of the
present numerical simulation.

A static pressure rise predicted by LES is compared with the
experimental result of the fan performance test. The predicted
result of LES at the design operating condition is shown by a
rectangular symbol in Fig. 3. It is seen that the predicted pressure
rise has a good agreement with the experimental one.

The trajectory of the tip vortex obtained by the LES is pre-
sented by a dashed line in Fig. 10 to compare with the experimen-
tal result. The position of the tip vortex predicted by the LES
corresponds well to that obtained by the LDV measurements. Al-
though for the present numerical simulation the nonaxisymmetric
configuration of the experimental apparatus, which has the front
inlet and the partial side inlet as shown in Fig. 4, is approximated
by the axisymmetric configuration having only the front inlet with
the equivalent area, the large-scale vortex structure is found to be
captured correctly by the present LES.

Figure 11 shows meridional streamlines and a meridional dis-
tribution of the axial momentum flux in a time- and tangentially-
averaged flow field of LES. The axial momentum flux is normal-
ized by the momentum flux based on the rotor tip speed. In the
figure, the tip vortex is observed near the rotor tip at 62 percent
axial chord from the leading edge, which agrees well with the
experimental result shown in Fig. 8.

Three-dimensional vortex structures in the time-averaged flow
field of LES are shown in Fig. 12, which is a perspective view
from the shroud. The vortex cores shown in two blade passages
are colored with the normalized helicity defined by Eq.~9!. In the
figure, a region colored with sky blue denotes the shroud, which
covers only the rear part of the rotor. Two main vortex structures
are observed near the rotor tip region: the tip vortex~TV! and the
leading edge separation vortex~LSV!. The tip vortex starts to be
formed near the midchord on the suction side of the blade tip and
grows nearly in the tangential direction, thus impinging on the
pressure surface of the adjacent blade.

The comparisons between the numerical and experimental re-

Fig. 8 Tangentially averaged velocity vectors and streamlines
on meridional plane „LDV results …

Fig. 9 Tangential distribution of meridional velocity vectors
and streamlines „LDV results …

Fig. 10 Trajectory of tip vortex core
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sults in the time-averaged flow field show that the vortical flow
field in the propeller fan is simulated correctly by the present
calculation. Consequently, flow phenomena in the fan can be in-
vestigated by analyzing the numerical results in detail.

According to the numerical and experimental results shown in
Figs. 10 and 12, it is found that the tangential structure of the tip
vortex forms a vortex ring surrounding the rotor tips. This struc-
ture has a large blockage effect on the through flow~the main
flow! in the rotor. However, the tip vortex with the tangential
structure induces an axial through flow just under the tip vortex,
as well as the inward radial flow in the fore part of the rotor tip
and the reverse flow near the leading edge of the shroud, as seen
in Figs. 8 and 9. As a result, the axial momentum flux is very large
in the interference region between the tip vortex and the main
flow, as seen in Fig. 11.

The leading edge separation vortex shown by LSV in Fig. 12
develops close along the suction surface near the tip and disap-
pears in the rear part of the rotor passage. In the midchord region,
it convects close under the tip vortex; a reconnection of the lead-
ing edge separation vortex to the tip vortex is not observed as will
be shown in Figs. 14 and 15.

The vortex structures with the Reynolds-averaged Navier-
Stokes~RANS! equations are shown in Fig. 13, which is pre-
sented in the same manner as Fig. 12. The RANS equations are
solved to calculate the steady flow. In the RANS simulation, the
algebraic turbulence model of Baldwin and Lomax@27# was em-
ployed to estimate the eddy viscosity. In Fig. 13, the tip leakage

vortex ~TLV !, as well as the tip vortex and the leading edge sepa-
ration vortex, is observed between the shroud and the rear part of
the rotor tip. Compared with the tip leakage vortex in full-ducted
axial fans and compressors, however, it is not a main flow feature
in the propeller fan. The tip leakage vortex core is hardly visible
in the time-averaged flow field of LES shown in Fig. 12.

The tip vortex core has the normalized helicity of about unity
from the suction surface to the midpitch region as seen in Figs. 12
and 13. This means that the tip vortex is tightly rolled up and has
no abrupt change in its nature on the suction side in the time-
averaged flow field. However, the tip vortex core observed in Fig.

Fig. 11 Tangentially averaged distribution of axial momentum
flux and meridional streamlines in time-averaged flow field
„LES result …

Fig. 12 Vortex cores colored with normalized helicity in time-
averaged flow field „LES result …

Fig. 13 Vortex cores colored with normalized helicity „RANS
result …

Fig. 14 Instantaneous structures of tip vortex „TV… and leading
edge separation vortex „LSV… colored with streamwise absolute
vorticity, and streamlines surrounding vortex cores at tÄ604
„LES result …

Fig. 15 Instantaneous structures of tip vortex „TV… and leading
edge separation vortex „LSV… colored with normalized helicity,
and vortex lines surrounding vortex cores at tÄ604 „LES re-
sult …
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12 disappears near the pressure surface, where the normalized
helicity changes rapidly from 1 to21 along the tip vortex ob-
served in Fig. 13. The disappearance of the tip vortex core and the
rapid change in the normalized helicity imply that the tip vortex
has significant change in its nature. This behavior of the tip vortex
will be discussed in Part II.

Onset of Vortex Structures. To investigate the onset of the
vortex structure formation, Fig. 14 shows instantaneous vortex
cores at nondimensional time oft5604. The figure is a perspec-
tive view from an upstream side of the rotor. The vortex cores are
colored with the streamwise absolute vorticityjS , which is de-
fined and normalized as

jS5
jW•wW

2VuwW u
(10)

In the figure streamlines surrounding the vortex cores are pre-
sented by purple and black lines. The leading edge separation
vortex ~LSV!, as well as the tip vortex~TV!, has the high stream-
wise vorticity near the suction surface. This indicates that the tip
vortex and the leading edge separation vortex are main features
associated with the rotor tip. The onset of the leading edge sepa-
ration vortex occurs close to the leading edge on the rotor tip
suction side. This onset results from the fact that the large block-
age effect of the tip vortex causes a high incidence condition near
the tip even at the design point. The onset of the tip vortex is
located on the blade tip suction side at 59 percent axial chord
length. Although the leading edge separation vortex convects
close under the tip vortex near the midchord of the blade suction
surface, no vortex reconnection occurs between the tip vortex and
the leading edge separation vortex.

Figure 15 shows vortex lines together with the vortex cores
colored with the normalized helicity att5604. The vortex lines
emanating from the suction surface boundary layer pass through
the vortex cores near the onset of the tip and leading edge sepa-
ration vortices. It is found that the vortex lines in the tip and
leading edge separation vortices link to ones in the suction surface
boundary layer. This means that the tip and leading edge separa-
tion vortices are formed by the rolling-up of the suction surface
boundary layer.

Conclusion
The three-dimensional vortical flow structures in the propeller

fan with the shroud covering only the rear part of the rotor tip
have been investigated by the experimental measurements by
LDV and the numerical analysis by LES. The results are summa-
rized as follows:

1 Three vortex structures are formed near the propeller fan
rotor tip: the tip vortex, the leading edge separation vortex and the
tip leakage vortex. The tip vortex and the leading edge separation
vortex are main flow features formed by the rolling-up of the
suction surface boundary layer. The tip leakage vortex is so weak
that it does not affect the flow field in the rotor.

2 The tip vortex is so strong that it dominates the flow field
near the tip. Its formation starts from the blade tip suction side
near the midchord. Even at the design point the tip vortex con-
vects nearly in the tangential direction, thus impinging on the
pressure surface near the tip of the adjacent blade. All the tip
vortices in the propeller fan form a tangential vortex ring around
the rotor tips. The vortex ring induces the strong inward radial
flow at the fore part of the rotor tip.

3 The tangential structure of the tip vortex has the large block-
age effect near the rotor tip. This blockage effect causes the high
incidence condition even at the design point, leading to the onset
of the leading edge separation vortex close to the tip. The leading
edge separation vortex develops close along the suction surface
near the tip and disappears in the rear part of the rotor passage.
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Analysis of Vortical Flow Field in
a Propeller Fan by LDV
Measurements and LES—Part II:
Unsteady Nature of Vortical Flow
Structures Due to Tip Vortex
Breakdown
The unsteady nature of vortex structures has been investigated by a large eddy simulation
(LES) in a propeller fan with a shroud covering only the rear region of its rotor tip. The
simulation shows that the tip vortex plays a major role in the structure and unsteady
behavior of the vortical flow in the propeller fan. The spiral-type breakdown of the tip
vortex occurs near the midpitch, leading to significant changes in the nature of the tip
vortex. The breakdown gives rise to large and cyclic movements of the tip vortex, so that
the vortex impinges cyclically on the pressure surface of the adjacent blade. The move-
ments of the tip vortex cause the leading edge separation vortex to oscillate in a cycle, but
on a small scale. The movements of the vortex structures induce high-pressure fluctuations
on the rotor blade and in the blade passage.@DOI: 10.1115/1.1412566#

Introduction
Three-dimensional structures of the vortical flow field in a pro-

peller fan with a shroud covering only the rear region of its rotor
tip have been elucidated in Part I. As mentioned in Part I, the tip
vortex dominating the flow field in the propeller fan presents a
significant change in its nature near the pressure surface. Similar
phenomenon has been reported recently in tip leakage vortices of
some compressor rotors and has been found to result from the
vortex breakdown.

The vortex breakdown was observed in blade rows by pioneer
studies of Schlechtriem and Lotzerich@1# and Furukawa et al.
@2,3#. Schlechtriem and Lotzerich@1# showed by numerical simu-
lations that the breakdown of the tip leakage vortex caused by the
shock-vortex interaction occurred in a transonic axial compressor
rotor. Furukawa et al.@2# found that the leakage vortex presented
its breakdown even at a design point for a low-speed diagonal
compressor rotor with high blade loading. Furukawa et al.@3#
showed that the breakdown of the leakage vortex dominated flow
fields in a low-speed compressor rotor at near-stall conditions.
They also showed that the breakdown yielded substantial changes
in the nature of the leakage vortex: large expansion of the vortex
and disappearance of the streamwise vorticity concentrated in the
vortex core. Unsteady Navier-Stokes flow simulations by Fu-
rukawa et al.@4# indicated that the spiral-type breakdown of the
leakage vortex caused a cyclic and large movement of the vortex
structure.

In general, the vortex breakdown is known as a highly three-
dimensional and unsteady phenomenon observed in streamwise
slender vortices in external vortical flow and internal swirling
flow as in the leading edge vortices over delta wings, the swirling
flows in a cylindrical tube and the swirling jet in combustion
chambers. Studies of flow fields generated by the vortex break-
down have been reported by many researchers such as Sarpkaya

@5,6#, Hall @7#, Leibovich @8,9#, Escudier@10#, Brücker and Alth-
aus @11#, Brücker @12#, and Delery@13#. Although the essential
mechanism of the vortex breakdown is not generalized, three
types of the breakdown can be distinguished: bubble type and
spiral type as well as the transition from the bubble to spiral types
~double helix type!. The vortex breakdown is characterized by the
existence of a stagnation point near the vortex core and the re-
verse flow downstream of the stagnation point. It is also known
that the most distinctive feature of vortex breakdown is the occur-
rence of the large-scale fluctuation in the vortex structure.

On the other hand, it is well known that turbulence intensity
and pressure fluctuation have a close relation with aerodynamic
noise generation. In the propeller fan installed in the automotive
air conditioners, the turbulence intensity was highest near the ro-
tor tip, where a tip vortex core was formed~Akaike and Kikuyama
@14#!. It seems that unsteady vortical flow near the rotor tip domi-
nates the generation of noise in propeller fans.

In Part II, the unsteady nature of the vortical flow in a propeller
fan is investigated by a large eddy simulation~LES!. Effects of the
unsteady behavior of the vortex structure on pressure fluctuation
in the rotor blade passage are elucidated.

Test Propeller Fan
The present study was performed in a propeller fan with a

shroud covering only the rear region of the rotor blade in the
outdoor unit of room air conditioner, as shown in Fig. 5 of Part I,
which consists of a condenser~heat exchanger!, a propeller fan
~fan rotor and shroud!, and a fan driving motor.

The rotor of the fan has a design flow coefficient of 0.27 and a
design static pressure coefficient of 0.22. The hub/tip ratio of the
rotor with the tip diameter of 380 mm is 0.318. The rotation
frequency of the rotor is 670 rpm at a design condition. The rotor
blade has circular arc profile sections designed by a quasi-three-
dimensional method of Inoue et al.@15# on a forced vortex oper-
ating condition and an axial inlet flow condition. The number of
blades is 5, and the blade thickness changes from 4 mm~at rotor
hub! to 3 mm ~at rotor tip! proportionally. The blade tip section
has the solidity of 0.75 and the chord length of 178 mm. Twelve
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percent of the axial chord at the rear part of the rotor blade is
covered by the shroud. The clearance between the shroud and the
rotor tip is 5 mm~2.8 percent of tip chord!.

Nondimensional Parameters for Analyzing Vortical
Flow

To readily understand the nature of the vortex structure in the
propeller fan, the vortex core identified by a semi-analytic method
based on the critical point analysis~Sawada@16#! was described
by nondimensional parameters: the streamwise absolute vorticity,
the total pressure loss coefficients, and the normalized helicity.

The total pressure loss coefficientzP is defined as

zP5
V•~rcu2r 1cu1!2~P2P1!/r

Ut
2/2

(1)

wherer is the radius from the axis of rotation,cu is the absolute
tangential velocity,P is the total pressure,r is the density,Ut is
the blade tip speed,V is the angular velocity magnitude of the
rotor, and subscript of 1 denotes the upstream of the rotor.

The streamwise absolute vorticityjS is defined and normalized
as

jS5
jW•wW

2VuwW u
(2)

wherejW and wW denote vectors of the absolute vorticity and the
relative flow velocity, respectively.

The normalized helicityHn is defined as

Hn5
jW•wW

ujW uuwW u
(3)

The magnitude of the normalized helicity tends to unity in the
core region of the streamwise vortex, and its sign indicates the
direction of swirl of the vortex relative to the streamwise velocity
component. In contrast to the streamwise absolute vorticity, dis-
tributions of the normalized helicity along the vortex core allow
us to analyze the change in the nature of vortex quantitatively,
regardless of the decay of the vorticity in the streamwise
direction.

In the following, unsteady nature of the vortex structures in the
propeller fan is analyzed by the nondimensional parameters men-
tioned above.

Results and Discussion
Unsteady behavior of the vortical flow, especially the tip vortex

in the propeller fan was studied by a large eddy simulation~LES!
at the design flow condition ofF50.27. By applying the periodic
boundary condition, the flow field in a single blade passage was
simulated with the whole grid cells of 1,341,280, which was di-
vided into two blocks to represent the complicated configuration
of the propeller fan including the shroud. The matching between
block 1 and block 2 was accomplished by the inviscid and viscous
fluxes across the boundary between the blocks. The details of
numerical scheme, computational grid and boundary conditions
were described in the Part I.

A nondimensional time step size normalized by the blade tip
radius and the inlet sound speed was set to 0.05. It takes a rotor
blade 32.3 nondimensional time~646 time steps! to pass through
one pitch. The time resolution of 646 time steps per one blade
passing, which corresponds to about 36 kHz, is sufficient to re-
solve the turbulence in the present propeller fan. A solution ob-
tained by the Reynolds-averaged Navier-Stokes equations was
used as an initial state of the unsteady calculation. Figure 1 shows
a time history of the rotor torque nondimensionalized by its design
value. The figure indicates that the unsteady flow solution has a
transitional feature until about nondimensional time oft5500. In
the following, the unsteady behavior of the vortical flow in the fan

is investigated by analyzing the solution for the period of 300
nondimensional time~6000 time steps! from t5500 to t5800
excepting the transitional state.

Turbulence Intensity and Pressure Fluctuation. Figures 2
and 3 show distributions of the turbulence intensity on a meridi-
onal plane shown by plane 5 in Fig. 10 of Part I, where the
turbulence intensity presents the highest value. Figures 2 and 3
show results of LES and LDV, respectively. The region close to
the blade surface, where the LDV measurement is impossible, is
represented by a gray zone in Figs. 2 and 3. The turbulence inten-
sity Ti is defined as

Ti5Av r8
21vu8

21vz8
2

3Ut
2 (4)

where,v r8 , vu8 , andvz8 denote the velocity fluctuation components
in the radial, tangential and axial directions, respectively.

Relatively high turbulence intensity regions shown by A and B
in Figs. 2 and 3 are observed close around the blade surface near
the rotor tip, especially near the interference region between the
tip vortex and the main flow~through flow!. It is seen that the
level of turbulence intensity agrees between the LDV and LES
results. Although there is a little difference in the position of the
tip vortex center as shown in Figs. 2 and 3, the two regions having
the high turbulence intensity~A and B in Figs. 2 and 3! are in
fairly good agreement between the LES and LDV results. It is
found that the unsteady flow nature in the propeller fan is captured
well by the present LES.

Figure 4 shows the tangentially averaged distribution of the
pressure fluctuation predicted by LES. The pressure fluctuation is
normalized by a dynamic pressure based on the rotor tip speed as
follows:

Pf5
Ap82

1/2rUt
2 (5)

wherep8 denotes the pressure fluctuation of the resolved field of
the LES. Figure 4 indicates that there is a high-pressure fluctua-
tion region under the tip vortex. This region corresponds to the
interference region between the tip vortex and the main flow. The
above implies that the tip vortex highly fluctuates with time and
presents the important noise source.

In the following, the unsteady behavior of the vortex structures
near the rotor tip is analyzed by the numerical results of LES.

Fig. 1 Time history of torque on rotor blade for LES
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Breakdown of Tip Vortex. Although the tip vortex core with
high normalized helicity is clearly observed from the blade suc-
tion side to the midpitch in the time-averaged flow field obtained
by LES, as mentioned in the Part I, it disappears near the pressure
surface where the normalized helicity along the tip vortex changes
rapidly. The disappearance of the tip vortex core and the rapid
change in the normalized helicity imply that there are significant
changes in the nature of the tip vortex near the pressure surface.

Fig. 2 Turbulence intensity on meridional plane 5 in Fig. 10 of
Part I „LES result …

Fig. 3 Turbulence intensity on meridional plane 5 in Fig. 10 of
Part I „LDV result …

Fig. 4 Tangentially averaged distribution of pressure-
fluctuation and meridional streamlines in time-averaged flow
field „numerical result by LES …

Fig. 5 Distribution of relative velocity along instantaneous
vortex cores

Fig. 6 Unsteady behavior of vortex core structures colored
with normalized helicity
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Figure 5 shows a perspective view of instantaneous vortex core
structures, which is the result of LES. The vortex cores are col-
ored with the relative velocity magnitude normalized by the rotor
tip speed. Compared with the leading edge separation vortex
~LSV!, the relative velocity along the tip vortex~TV! is lower.
Near the midpitch, the tip vortex core flow is decelerated almost
to stagnation, and the tip vortex structure has a large twist. A
reverse flow in the direction of the tip vortex axis appears close to
the low-velocity region. This flow behavior implies the existence
of a stagnation point followed by the reverse flow region in the tip
vortex. The existence of the stagnation point in the vortex is the
distinctive feature of vortex breakdown~Leibovich @8# and Delery
@13#!. Therefore, it can safely be said that there is the onset of
‘‘vortex breakdown’’ near the low-velocity region in the tip vor-
tex. It should be realized that the significant changes in the nature
of the tip vortex are caused by its breakdown.

Unsteady Nature of Tip Vortex. Unsteady behavior of the
vortex structures near the fan rotor tip is shown in Fig. 6 where
the vortex cores are colored with the normalized helicity. Each
instantaneous view is shown at intervals of three nondimensional
time from t5553 to 592. The tip vortex~TV! twists and turns
violently with time, because its spiral type breakdown occurs near
the midpitch. The normalized helicity along the tip vortex core
decreases near the pressure surface. This implies that the
rolling-up of the tip vortex becomes weak near the pressure sur-
face due to its breakdown. The breakdown of the tip vortex is
found to be the spiral type of the breakdown. Moreover, it is
clearly observed that the unsteady nature of the tip vortex break-
down causes the unsteady interaction between the tip vortex core
and the pressure surface of the adjacent blade. The movement of
the leading edge separation vortex~LSV! is much smaller than
that of the tip vortex.

It can be understood that an impinging position of the tip vortex
on the pressure surface moves around with time, and as a result
the onset position of the tip vortex also moves on the rotor tip.
The onset position moves in the downstream direction fromt
5553 to t5568. At t5571, the tip vortex core near the pressure
surface disappears due to its breakdown. At the same time, the
onset of tip vortex is observed clearly near the suction surface.
With time, the tip vortex convects in the tangential direction until
t5586. At t5589, it can be found that the tip vortex structure
similar to one att5553 is observed. Like this, the cyclic move-
ment of the tip vortex is also observed at the following time pe-
riod. The cycle time of the movement is found to be 36 nondi-
mensional time, which corresponds to 0.9 times the blade passing
frequency. It should be realized that the cyclic movement of the
tip vortex is a self-sustained flow oscillation caused by its
breakdown.

Although the movement of the leading edge separation vortex
is smaller than that of the tip vortex, the leading edge separation
vortex also oscillates cyclically. Its oscillation has a close interac-
tion with that of the tip vortex caused by its breakdown. Att
5553, the leading edge separation vortex is located close to the
suction surface. It goes away from the suction surface while the
onset position of the tip vortex moves in the downstream direction
from t5553 to t5568. The leading edge separation vortex has a
maximum distance from the suction surface att5571, when the
tip vortex core disappears due to its breakdown near the pressure
surface. And then, the leading edge separation vortex approaches
to the suction surface again. Att5589, the leading edge separa-
tion vortex is close to the suction surface as shown att5553. The
cycle time of the movement of the leading edge separation vortex
is also found to be 36 nondimensional times, which is the same
cycle as the tip vortex.

The validity of the LES result on the unsteady flow behavior is
shown through frequency analyses of fan noise and rotor torque
fluctuation. Figure 7 shows a fan noise characteristic measured for
the testing configuration, namely, the outdoor unit of room air
conditioner with the test fan, heat exchanger, downstream grille,

and a driving motor. The frequency is normalized by the blade
passing frequency. Noise measurements were carried out in an
anechoic chamber where background noise was kept below 18
dB~A!. A dominant frequency of 0.9 times the blade passing fre-
quency is distinctly observed in Fig. 7, which corresponds well to
the cycle of the tip vortex motion as mentioned above. Figure 8
shows a spectrum analysis of the rotor torque fluctuation obtained
by applying a wavelet analysis using the Morlet wavelet to the
present LES result. Its power spectrum was determined by a time-
averaged absolute modulus of wavelet coefficient of rotor torque
fluctuation calculated by LES. In Fig. 8, a dominant frequency of
0.9 times the blade passing frequency is also observed. The ex-
perimental and numerical results on the spectrum analyses of the
fan noise and the rotor torque, respectively, indicate the same
dominant frequency as mentioned above. Needless to say, the
variation of rotor torque is caused by a blade loading fluctuation,
thus resulting from the pressure fluctuation on the rotor blade. The
blade pressure fluctuation, which has a dipole noise source, is a
dominant noise source in the propeller fan operating at low Mach
number. From the comparison between the experimental and nu-
merical spectrum analyses of the fan noise and the fan rotor

Fig. 7 Fan noise characteristic „Experimental result …

Fig. 8 Spectrum analysis of rotor torque fluctuation „LES
result …
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torque, as shown in Figs. 7 and 8, it can be safely said that the
unsteady flow behavior captured by the present LES is reliable.

Effects of Tip Vortex Breakdown on Time-Averaged Flow
Field. Figure 9 shows vortex cores colored with the relative
velocity magnitude normalized by the rotor tip speed~in left pas-
sage! and with the normalized helicity~in right passage! in the
flow field averaged fromt5500 to 800, which is perspective view
from shroud. The tip vortex core is clearly seen from the blade
suction side to the midpitch, where the tip vortex convects in the
tangential direction and has high normalized helicity in spite of
the large movement of the tip vortex as shown in Fig. 6. Near the
pressure surface, however, tip vortex core disappears because of
the vortex breakdown. It should be noted that the disappearance of
the tip vortex core corresponds well to the appearance of the rapid
change in the normalized helicity for the steady flow simulation

result by RANS shown in Part I. In the left passage in Fig. 9 the
distribution of the relative velocity magnitude along the tip vortex
core indicates that the flow in the tip vortex is decelerated near the
midpitch, and then recovered slowly near the pressure surface.

Figure 10 shows time-averaged distributions of the total pres-
sure loss along the vortex cores and on four planes nearly perpen-
dicular to the tip vortex. In the total pressure loss distributions
along the vortex cores, the loss production in the tip vortex~TV!
is found to become higher near the midpitch~near plane III!
where the breakdown of the tip vortex occurs. It is found that the
high loss region is spread out to about 30 percent of span from the

Fig. 9 Vortex cores colored with relative velocity „left pas-
sage … and with normalized helicity „right passage … in time-
averaged flow field

Fig. 10 Distribution of total pressure loss along vortex cores
and on planes perpendicular to tip vortex in time-averaged flow
field

Fig. 11 Distribution of streamwise absolute vorticity along
vortex cores and on planes perpendicular to tip vortex in time-
averaged flow field

Fig. 12 Isosurface of pressure fluctuation of 0.07 „purple sur-
face …, distribution of wall pressure fluctuation „color contours …,
limiting streamlines „black lines …, and vortex cores colored with
normalized helicity in time-averaged flow field

Fig. 13 Pressure fluctuation and limiting streamlines on blade
surfaces in time-averaged flow field. „a… Suction surface, „b…
pressure surface
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rotor tip. The large spread of the high loss region results from the
fact that the large movement of the tip vortex due to the spiral-
type breakdown causes its time-averaged structure to expand
markedly. It is obvious that the expansion of the time-averaged tip
vortex leads to a large blockage effect. The high total pressure loss
concentrated around the leading edge separation vortex is de-
creased gradually in the streamwise direction.

Figure 11 shows time-averaged distributions of the streamwise
absolute vorticity along the vortex cores and on the planes, which
is presented in the same manner as Fig. 10. The streamwise abso-
lute vorticity in the tip vortex~TV! has a large value near the
suction surface and then decreases drastically along the tip vortex,
thus being very small near the pressure surface. This corresponds
to the fact that the tip vortex structure disappears near the pressure
surface. This behavior results from the vortex breakdown. The
streamwise absolute vorticity along the leading edge separation
vortex core decreases gradually, and is relatively high even near
the midchord, because the leading edge separation vortex has no
breakdown.

Through the above analysis of the effects of the tip vortex
breakdown on the time-averaged flow field, the significant
changes are found in the tip vortex behavior near the rotor tip: the
drastic decrease in the streamwise vorticity along the vortex core,
the large expansion of the vortex and the increase in the loss
production along the vortex core.

Pressure Fluctuation Due to Tip Vortex Breakdown. Fig-
ure 12 shows a distribution of the pressure fluctuationPf normal-
ized by a dynamic pressure based on the rotor tip speed, which is
defined in Eq.~5!. In the figure, purple isosurfaces denote the
regions with high-pressure fluctuation ofPf50.07, and the pres-
sure fluctuation on the rotor blade and the hub is shown by color
contours. This figure also shows the vortex core structures~col-
ored with the normalized helicity! and limiting streamlines~black
lines! on the blade and hub walls for the time-averaged flow field.
A large region with high-pressure fluctuation is observed under
the tip vortex as shown by PF V in Fig. 12. This pressure fluctua-
tion results from the large movement of the tip vortex caused by
its breakdown. It should be realized that the high-pressure fluc-
tuation brought about by the breakdown appears in the interfer-
ence region between the tip vortex and the main stream. This
region corresponds to the high-pressure fluctuation region in the
time- and tangentially averaged flow field shown in Fig. 4. The
region PF V in the rotor passage extends to regions PF IV and PF
VI on the blade surfaces as seen in Fig. 12. High-pressure fluc-
tuation regions PF II and PF III are caused by the oscillations of
the leading edge separation vortex~LSV! and the onset of tip
vortex ~TV!, respectively. A pressure fluctuation PF I on the suc-
tion surface is generated by a separation bubble on the suction
surface near the leading edge.

Figure 13 shows distributions of the pressure fluctuation on the
pressure and suction surfaces of the rotor blade. In the figure, the
limiting streamlines are also shown by black lines. Outward radial
flows caused by centrifugal effect are observed on the blade sur-
faces. On the suction surface, there is a separation line followed
by an attachment line near the blade leading edge, a separation
bubble is formed between the separation and attachment lines.

The high-pressure fluctuation region of PF VI is observed near
the tip of the pressure surface where the tip vortex impinges cy-
clically because of its breakdown as shown in Fig. 6. The cyclic
interaction of the tip vortex with the pressure surface causes the
movement of the onset position of the tip vortex, thus resulting in
the high-pressure fluctuation of PF III near the tip of the suction
surface. The high-pressure fluctuation region of PF IV located
near the trailing edge of the suction surface results from the un-
steady interaction between the tip vortex oscillating and the main
flow. The high-pressure fluctuation region of PF II is induced by
the oscillation of the leading edge separation vortex interacting
with the tip vortex. On the other hand, the intensity of the pressure
fluctuation PF I in the separation bubble is much weak as com-

pared with those~PF II, III, IV, and VI! caused by the oscillations
of the vortex structures. It is found that the oscillations of the
vortex structures caused by the breakdown of the tip vortex give
rise to the high-pressure fluctuation.

Conclusions
The unsteady nature of the vortical flow in the propeller fan has

been investigated by the large eddy simulation~LES!. As a result,
the relation between the pressure fluctuation on the blade surfaces
and the unsteady behavior of the vortex structures has been elu-
cidated. The results are summarized as follows:

1 The spiral-type breakdown of the tip vortex occurs near the
midpitch. It causes the tip vortex to twist and turn violently with
time. The effects of the breakdown also cause significant changes
in the time-averaged nature of the tip vortex: the drastic decrease
in the streamwise vorticity along the vortex core, the large expan-
sion of the vortex and the increase in the loss production along the
vortex core.

2 The large and cyclic movement of the tip vortex is the self-
sustained flow oscillation due to the vortex breakdown. The
movement causes the tip vortex to impinge cyclically on the pres-
sure surface of the adjacent blade, thus resulting in the high-
pressure fluctuation near the tip on the pressure surface. The cy-
clic impingement of the tip vortex gives rise to the movement of
the onset position of the tip vortex, leading to the high-pressure
fluctuation around the onset position close to the tip of the suction
surface.

3 The large movement of the tip vortex caused by its break-
down brings about the high-pressure fluctuation in the interference
region between the tip vortex and the main stream. This region
extends to the suction surface. The movement of the tip vortex
also causes the leading edge separation vortex to oscillate in the
same cycle as the tip vortex, leading to the high-pressure fluctua-
tion near the tip in the fore part of the suction surface. However,
the scale of the movement of the leading edge separation vortex is
much smaller than that of the tip vortex.

4 The unsteady behavior of the tip and leading edge separation
vortices dominates the pressure fluctuations in the present propel-
ler fan. The separation bubble on the suction surface near the
leading edge causes the lower pressure fluctuation, as compared
with the tip and leading edge separation vortices.
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Effects of Alternate Leading Edge
Cutback on Unsteady Cavitation
in 4-Bladed Inducers
A set of 4-bladed inducers with various amounts of cutback was tested with the aim of
suppressing the rotating cavitation by applying alternate leading edge cutback. Unsteady
cavitation patterns were observed by means of inlet pressure measurements and high-
speed video pictures. It was found that the region with the alternate blade cavitation and
asymmetric cavitation were enlarged with the increase of the amount of the cutback. As a
result, the region with the rotating cavitation was diminished. At low flow rate, two types
of alternate blade cavitation were found as predicted theoretically on 4-bladed inducer
with smaller uneven blade length. One of them is with longer cavities on longer blades,
and the other is with longer cavities on shorter blades. Switch was observed in these
alternate blade cavitation patterns depending whether the cavitation number was in-
creased or decreased. For an inducer with larger amount of cutback, the rotating cavi-
tation and cavitation surge were almost suppressed as expected for a wide range of flow
rate and cavitation number, although the cavitation performance was deteriorated. How-
ever, we should note that an asymmetric cavitation pattern occurs more easily in inducers
with alternate leading edge cutback, and that the unevenness due to the cutback causes
uneven blade stress.@DOI: 10.1115/1.1411969#

Introduction
Super-synchronous shaft vibrations were often observed in tur-

bopump inducers for rocket engine~Rosenmann@1#, Kamijo et al.
@2#, de Bernaldi et al.@3#, Bordelon et al.@4#!. This was attributed
to the rotating cavitation with asymmetric pressure pattern rotat-
ing faster than the inducer~Kamijo et al.@5#, Tsujimoto et al.@6#!.

In addition, alternate blade cavitation may occur in inducers
with even number of blades. The alternate blade cavitation was
reported by several researchers, Goirand et al.@7#, Bordelon et al.
@4# for four blades, and Huang et al.@8# for two blades, following
the observations by Acosta@9# and Iura@10#. Recently, Horiguchi
et al. @11# examined theoretically the alternate blade cavitation,
and explained the cause of the alternate blade cavitation as fol-
lows. When the cavity on blade approaches approximately 65% of
the spacing, the flow toward the blade suction surface near the
cavity closure interacts with the leading edge of the next blade.
This causes the reduction of the angle of incidence to the next
blade, and hence the decrease of the cavity on the blade.

The alternate blade cavitation was also observed at a slightly
higher inlet pressure than that of the rotating cavitation and cavi-
tation surge onset~Goirand et al.@7#!. In the cases with more than
two blades, the alternate blade cavitation does not cause shaft
vibration since the relative flow is steady and symmetrical.

The motivation of the present study is to reduce the onset range
of rotating cavitation by promoting the alternate blade cavitation.

For this purpose, the leading edges of 4-bladed inducer are cut
back alternately. Unsteady cavitations were observed with the
measurements of the inlet pressure fluctuations, and the high-
speed video pictures. The experimental results are discussed, and
the comparison with the theoretical results is presented.

Test Apparatus
The present experiments were conducted in the Cavitation Test

Facility at Osaka University. A detailed description of the test
facility can be found in a previous report~Tsujimoto et al.@12#!.
Here, the description is limited to the tested inducers with alter-
nate leading edge cutback.

Figure 1 shows details of the test section: inducer tip diameter
is Dt5149.8 mm (r t574.9 mm), and the rotational speed isn
5400062 rpm~rotational frequencyf n566.7 Hz!. Tap water was
used as the working fluid after degassing. Unsteady cavitations
were observed by means of unsteady inlet pressure measurements,
and by use of the high-speed video pictures~4500 frames/second!,
covering a wide range of flow coefficient and cavitation number.
The casing is made of transparent acrylic resin, with inner diam-
eter 150.8 mm~i.e., radial tip clearances50.5 mm!. The inlet
pressure fluctuations were measured at four circumferential loca-
tions with angular distance of 90 degrees to determine the number
of cell patterns and the direction of propagation for the rotating
cavitation. A pressure sensor with the resonance frequency of 35
kHz was flush mounted on the casing wall at axial distance 38 mm
upstream from the inducer inlet.

In order to examine the effect of alternate leading edge cutback,
systematic experiments were carried out. Four inducers were de-
signed and fabricated, as shown in Fig. 2. The inducers have four
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helical blades with a flat part near the leading edge and a circular
arc in the rest of the chord. The inlet blade angle isb t157.5
degrees, and outlet blade angleb t259.0 degrees at the tip. The
distribution of the blade angleb(r ) is satisfied with the helical
condition as r3tanb(r)5rt3tanbt ~i.e., spanwise constant pitch!.
The blade thickness at the tip is 2 mm and the leading edge radius
0.2 mm. Dimensions of the Inducer 0-0, without alternate leading
edge cutback~i.e., equal blade length! and with straight radial
leading edge, are shown in Table 1. The basic design is the same
as for the LE-7 liquid oxygen turbopump inducer except that 3
blades are employed for the LE-7. The design point of the inducer
is ~design flow coefficientfd50.078, design static pressure rise
coefficientcsd50.120, and design head coefficientcd50.132!.

Uneven blade inducers were produced by cutting back the lead-
ing edge of Inducer 0-0 alternately. Since the blade are straight
near the leading edge, the inlet blade angle is not changed by the
cutback. Amount of the cutback are 14.2, 28.4, and 47.3 degrees
at the tip for Inducer 0-15, 0-30, and 0-50 respectively, as shown
in Fig. 2. The leading edge curve is obtained by shifting the cir-

cumferential location of an involute curve with base radius 26 mm
proportionally to the amount of the cutback respectively.

Pressure Performance
Figure 3 shows the comparison of noncavitating static pressure

performance of the tested four inducers. Test cavitation number is
s50.5, i.e., NPSHA /NPSHR3%620. As expected, the present in-
ducers have nearly the same pressure performance. The perfor-
mance curves have negative slope throughout the flow range, so
that no conventional surge nor rotating stall is expected to occur in
non-cavitating condition. The design flow rate isfd50.078. The
cavitation tests described below are in the flow rate rangef
50.055;0.09.

Unsteady Cavitation in Inducer 0-0
First, we examined the unsteady cavitations in Inducer 0-0 as

reference. Figure 4 shows the cascade plot of the spectra of the
inlet pressure fluctuations for various cavitation numbers, for

Fig. 1 Inducer cross section and inlet pressure measurement
locations

Fig. 2 Sketch of the test inducers, Inducer 0-0 without the cut-
back and Inducer 0-15, 0-30, 0-50 with the alternate leading
edge cutback. „a… Inducer 0-0; „b… Inducer 0-15; „c… Inducer
0-30; „d… Inducer 0-50

Fig. 3 Static pressure performance curves, for Inducer 0-0,
0-15, 0-30, and 0-50 with noncavitating flow „uncertainty in cs
Á0.002, in fÁ0.002…

Fig. 4 Spectral analyses of the inlet pressure fluctuations for
fÄ0.080 and fÄ0.085 with Inducer 0-0 „uncertainty in f
Á1.5 Hz, in sÁ0.002, in fÁ0.002, in csÁ0.0005…, „a… f
Ä0.080; „b… fÄ0.085

Table 1 Principal dimensions of Inducer 0-0
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Inducer 0-0 with flow coefficientf50.080 ~Fig. 4~a!! and f
50.085~Fig. 4~b!!. Figure 5 shows the plot of cavity length,l /h,
at the tip of each blade against the shaft revolutions, rev, observed
from the high-speed video pictures, under the condition of the
equal length cavitation~f50.080,s50.10!, the alternate blade
cavitation~f50.080,s50.085, 0.060, andf50.085,s50.060!,
the rotating cavitation~f50.080,s50.050!, and the cavitation
surge ~f50.085, s50.050!. Figure 6 shows the variation of
steady cavity length at the tip against cavitation number,s ~Fig.
6~a!!, and againsts/2a ~~cavitation number!/~23 incidence angle
~radian!!! ~Fig. 6~b!! along with the calculation results in Fig. 6~c!
from Horiguchi et al.@11#.

For the inducer 0-0, the equal length cavitation appears at
higher cavitation number as shown by the 43 f n component in
Fig. 4~a! and~b!. As we decrease the cavitation number, the alter-
nate blade cavitation starts to develop when the cavity length ap-
proaches 65% of the spacing. Under the condition with alternate
blade cavitation, 23 f n component appears as shown in Fig. 4~a!
and ~b!. The critical cavity length~565% of the spacing! agrees
fairly well with the theoretical result as shown in Fig. 6~c!. This
behavior can be explained theoretically~Horiguchi et al.@11,15#!
by the interaction of the local flow near the cavity closure with the
leading edge of the adjacent blade.

If we reduce the cavitation number further, the longer cavities
develop more and exceed the spacing length, while the shorter
cavities diminish to a minimum length. As we decrease the cavi-
tation number, the longer cavities grow more and shorter cavity
lengths keep almost constant. At flow coefficientf50.080, the
rotating cavitation starts to appear, when the cavitation number is
further decreased less thans50.050, the shorter cavities ap-
proach 65% of the spacing again and the longer cavities reach
approximately 70% of the chord,C ~as shown in Fig. 6~a!:
l /h62.0, C/h52.97, i.e., l /C60.7!. Under the condition with
rotating cavitation, the amplitude of 1.1;1.53 f n component ap-
pears as shown in Fig. 4~a!. Figure 5~d! shows clearly the forward

propagation of the cavity pattern from blade to blade with one
cell. The propagation speed is faster than the inducer rotation, and
it approaches the rotational speed of the inducer as we decrease
the cavitation number. The propagation speed ratio,VR /V, of the
present 4-bladed inducer is considerably larger as compared to the
3-bladed inducer~Tsujimoto et al.@12#!, as shown in Fig. 7. In
this figure, the theoretical results by Watanabe et al.@13# are
shown. The theory predicts fairly well the experimental trend re-

Fig. 5 Changes of the tip cavity length versus shaft rotations
for various cavitation numbers, fÄ0.080 and fÄ0.085 with In-
ducer 0-0 „uncertainty in l ÕhÁ0.05, in Rev.Á0.05, in fÁ0.002, in
sÁ0.002…. „1… Inducer 0-0, fÄ0.080. „a… Equal length cavitation,
sÄ0.10; „b… alternate blade cavitation, sÄ0.085; „c… alternate
blade cavitation, sÄ0.060; „d… rotating cavitation, sÄ0.050. „2…
Inducer 0-0, fÄ0.085. „e… Alternate blade cavitation, sÄ0.060;
„f… cavitation surge, sÄ0.050

Fig. 6 Variation of the tip cavity length versus cavitation num-
ber, s and sÕ2a for fÄ0.060 and fÄ0.080 with Inducer 0-0
„uncertainty in l ÕhÁ0.05, in fÁ0.002, in sÁ0.002…. „a… Cavity
length versus cavitation number s „Experiment, fÄ0.060 and
fÄ0.080…; „b… cavity length versus sÕ2a „experiment, f
Ä0.060 and fÄ0.080…; „c… cavity length versus sÕ2a „calcula-
tion from Horiguchi et al. †11‡…
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lated with number of blades. The comparison between theory and
experiment is good only fors/2 a50.2;0.6, but the trend is
predicted more accurately.

At larger flow coefficientf50.085, the cavitation surge~Fig.
5~f !! with low frequency oscillation off 55;10 Hz, as shown in
Fig. 4~b!, starts to occur ats50.053 when the shorter cavities
approach 65% of the spacing~i.e., 20% of the chord!, and the
longer cavities 70% of the chord~i.e., 2 times the spacing!. Figure
5~f ! shows that the longer cavities~on Blade No. 1, 3! and shorter
cavities ~on Blade No. 2, 4! oscillate with the same frequency
( f 510 Hz) but with a small phase difference between the longer
and shorter cavities. This cavitation surge with the test 4-bladed
inducer can also be understood as the periodical shifts between the
alternate blade cavitation and equal length cavitation with low
frequency.

Cavity Length Against sÕ2a

Figure 6~a! is a plot of the steady cavity length at the tip,l /h,
against the cavitation number,s, for flow coefficientsf50.06
and 0.08. It has been shown by two dimensional linear analysis
such as Acosta@14# that the development of cavity length on the
cascade is a function ofs/2a. Figure 6~b! is the plot of the cavity

length againsts/2a for both flow rates. As expected from the
theory, the cavity lengths againsts/2a are almost the same for the
different angles ofa ~5b t12tan21(f); a54.1 deg forf50.06,
anda52.9 deg forf50.08!. We find that the alternate cavitation
starts to occur ats/2a60.9 with cavity length 65% of the spac-
ing, and the rotating cavitation starts to occur ats/2a60.5 with
the shorter cavity 65% of the spacing~i.e., 20% of the chord!, and
the longer cavity approximately 70% of the chord~i.e., 2 times the
spacing!. From these observations, it could be concluded that the
cavity length at the tip plays a significant role for the onset of the
alternate blade cavitation, and the unsteady cavitations~rotating
cavitation/cavitation surge!.

Effect of Alternate Leading Edge Cutback on Unsteady
Cavitation

Figure 8 shows the spectra of inlet pressure fluctuations for the
tested four inducers, at flow coefficientf50.074 close to the
design value. Figure 9 shows the regions of various cavitation
patterns against the cavitation number, based on the measurement
of the inlet pressure fluctuations and the observation with high-
speed video pictures. For the case with alternate leading edge
cutback, we call the cavitation with significant difference in cavity
length as ‘‘alternate blade cavitation,’’ corresponding to a regular
pattern of long-short-long-short cavity from one blade to the ad-
jacent one. Under the condition of this alternate blade cavitation,
the amplitude of the 23fn component of pressure fluctuations is
generally larger than that of the 43fn component.

Figures 8 and 9 show the following effects of alternate leading
edge cutback on the unsteady cavitations.

1 The alternate leading edge cutback can enlarge the range of
alternate blade cavitation toward low cavitation number, and
suppress the rotating cavitation.

2 For larger amount of the cutback, the cavitation surge ap-
pears instead of the rotating cavitation.

3 With the alternate leading edge cutback, there appears an
‘‘asymmetric cavitation’’ pattern at lower cavitation number.

Figure 10~a! shows the development of the cavity with Inducer
0-30, forf50.078. The cavitation surge starts to occur when the
longer cavities on the longer blades approach approximately 70%
of the original chord (l/h62.0), and the shorter cavities on the
shorter blades diminish to almost zero after reaching 65% of the
L1. Further reduction in the cavitation number results in ‘‘asym-
metric cavitation,’’ in which one longer cavity on the longer blade
grows further and the other becomes shorter, with no cavities on
both shorter blades. The cavity lengths on the blades keep almost

Fig. 7 Comparison between the experimental values and cal-
culated values „Watanabe et al. †13‡… for the propagation speed
ratio of rotating cavitation showing the effect of number of
blades „4-bladed Inducer 0-0 compared with 3-bladed inducer
„Tsujimoto et al. †12‡…… „uncertainty in VR ÕVÁ0.02, in f
Á0.002, in sÁ0.002…

Fig. 8 Spectral analyses of the inlet pressure fluctuations showing the effect of alternate leading edge cutback,
for fÄ0.074 with Inducer 0-0, 0-15, 0-30, and 0-50 „uncertainty in f Á1.5 Hz, in sÁ0.002, in fÁ0.002, in cs
Á0.0005…, „a… Inducer 0-0; „b… Inducer 0-15; „c… Inducer 0-30; „d… Inducer 0-50
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constant, as shown in Fig. 10~b!. The range of asymmetric cavi-
tation extends with increasing of the amount of leading edge cut-
back, which suppress the rotating cavitation and the cavitation
surge.

As a result, with Inducer 0-50, the unsteady cavitation patterns
~rotating cavitation and cavitation surge! were almost suppressed,
as effect of the enlargement of the range for alternate blade cavi-
tation and asymmetric cavitation, while the cavitation perfor-
mance was deteriorated as will be mentioned in the last section.

Two Types of Alternate Blade Cavitation
At low flow rate (f%0.065), two types of alternate blade cavi-

tation were found in the inducers with smaller alternate leading
edge cutback~Inducer 0-15 and 0-30!, as predicted theoretically
by Horiguchi et al.@15#. One of them is with longer cavities on
longer blades, and the other is with longer cavities on shorter
blades. The former generally occurs and the latter is limited at low
flow rate in the present experiments. Photographs of these two
alternate blade cavitations in Inducer 0-15 are shown in Fig. 11.
Figure 11~a! shows that the longer cavities develop on the blades
without leading edge cutback. On the contrary, the longer cavities
develop on the blades with leading edge cutback as shown in Fig.
11~b!. In both cases, longer cavities are shown.

In addition, a switch was observed indicating shift between
these alternate blade cavitations depending if the cavitation num-
ber is increased or decreased. Figures 12~a! and ~b! show the
cavity lengths against cavitation number with decreasing and in-
creasing cavitation number in Inducer 0-15 atf50.06. Figure
12~c! shows the theoretical result to compare with these experi-
mental results.

Decreasing Cavitation Number. Figure 12~a! shows the
case with decreasing cavitation number. When the cavitation num-
ber is large~abouts50.15!, the cavity lengths on longer blades
are longer than those on shorter blades. As we decrease the cavi-
tation number, the cavities on both blades develop more. When
the cavities on shorter blades approach 90% of L1~about s
50.13!, the cavities on longer blades start to diminish and then
the cavities on shorter blades develop more. Here, the change in
cavity length occurs continuously. A surge mode oscillation
~S.M.O.! ~Tsujimoto et al. @12#!, whose oscillating frequency
~about f 516 Hz! is higher than that of the classical cavitation
surge~C.S.! ( f 55;10 Hz), appears during this transition. As the
cavitation number is further reduced, the cavities on shorter blades

develop more and those on longer blades further diminish. When
the cavity lengths on longer blades approach 65% of L0 again, the
cavities on shorter blades diminish suddenly less than L1, and the
cavities on longer blades become larger than L0. Here, the two
types of alternate blade cavitation switch discontinuously. At this
switching, the static pressure rise coefficient,cs, breaks down
slightly. When the longer cavities develop to approximately 70%
of the cord (l/h62.0) and the shorter cavities exceed L1, the
classical cavitation surge~C.S.! starts to occur. Under the condi-
tion of this cavitation surge, both the longer and the shorter cavi-
ties oscillate with the same frequency (f 55;10 Hz!, but with a
certain phase difference, just like as shown in Fig. 5~f!.

Increasing Cavitation Number. Figure 12~b! shows the case
with increasing cavitation number from smaller value. When we
increase the cavitation number from the condition with the classi-
cal cavitation surge~C.S.! ( f 55;10 Hz), the alternate blade
cavitation with longer cavities on the longer blades occurs in a

Fig. 9 Comparison of the occurrence regions of various cavi-
tation patterns showing the effect of alternate leading edge cut-
back, for fÄ0.074 with Inducer 0-0, 0-15, 0-30, and 0-50

Fig. 10 Variation of the tip cavity length versus cavitation
number with the asymmetric cavitation, and changes of the tip
cavity length versus shaft rotation under the asymmetric cavi-
tation „sÄ0.035… with Inducer 0-30, for fÄ0.078 „uncertainty in
lÕhÁ0.05, in csÁ0.002, in fÁ0.002, in sÁ0.002, in rev. Á0.05….
„a… fÄ0.078; „b… fÄ0.078, sÄ0.035
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wider range of cavitation number than for the case of decreasing
cavitation number. At smaller cavitation number, the cavities on
the both blades decrease as the cavitation number is increased.
The shorter cavities on shorter blades almost disappear. Then the
cavities on shorter blades start to develop. When the cavities on
shorter blades develop over 65% of L1, the cavity lengths change
discontinuously, and get into another type of alternate blade cavi-
tation with longer cavities on shorter blades. After this switching,
a surge mode oscillation~S.M.O.! ~about f 516 Hz! occurs. The
amplitude of pressure fluctuations under the surge mode oscilla-
tion is considerably smaller than that under the classical cavitation
surge. For the classical cavitation surge at lower cavitation num-

Fig. 12 Switch of the alternate blade cavitation depending if
the cavitation number is decreased or increased for fÄ0.06
with Inducer 0-15 „uncertainty in l ÕhÁ0.05, in sÁ0.002, in f
Á0.002, in csÁ0.002…. „a… Cavitation number decreasing „ex-
periment …; „b… cavitation number increasing „experiment …; „c…
calculation „from Horiguchi et al. †15‡…

Fig. 11 Photographs of two types of alternate blade cavitation:
„a… longer cavities on longer blades, and „b… longer cavities on
shorter blades for fÄ0.055, sÄ0.060 with Inducer 0-15 „uncer-
tainty in fÁ0.002. in sÁ0.002…. „a… Longer cavities on longer
blades „sÄ0.060 with increasing cavitation number …; „b… longer
cavities on shorter blades „sÄ0.060 with decreasing cavitation
number …
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ber, cavity oscillates with l/h.1.0 (f 55;10 Hz!. Under the
surge mode oscillation, the cavity oscillates with l/h,1.0 ~about
f 516 Hz! with smaller amplitude as shown in Fig. 13. If we
further increase the cavitation number, the cavities on shorter
blades decrease and become shorter than those on longer blades.

Although a comparison with the theoretical results is quite dif-
ficult because there is strong hysteresis in present experiments, the

theoretical results as shown in Fig. 12~c! agree qualitatively with
the experimental observations. According to the theoretical calcu-
lations, two types of alternate blade cavitation appear and the
cavity length switches twice. There exists a region with no stable
theoretical solution that corresponds to the abrupt transition ob-
served in the experiments. From these results, it follows that two
types of alternate blade cavitation with two switches are caused by
the interaction of the local flow near the cavity closure on the
shorter/longer blade with the leading edge of the longer/shorter
blade respectively.

To examine whether similar switch occurs in the inducer with
equal blade length, Inducer 0-0 was tested with increasing and
decreasing the cavitation number. However, no switch was found.

Large Cutback „Inducer 0-50…. The results with larger
amount of the cutback~Inducer 0-50! are shown in Fig. 14. Sig-
nificant difference can be seen between Inducer 0-50 and Inducer
0-15~as shown in Fig. 12!. For Inducer 0-50, there exists only one
type of alternate blade cavitation throughout the domain of the
present test data. To examine if the same switch exists, Inducer
0-50 was tested with increasing and decreasing cavitation number
at flow coefficientf50.06. The cavities on longer blades are
always larger than those on shorter blades without any switch as
shown in Fig. 14~a!.

As we reduce the cavitation number, the cavity lengths on
longer blades approach 65% of L0, while the cavity lengths on
shorter blades are kept less than 100% of L1. When the longer
cavities exceed 65% of L0, the shorter cavities start to diminish
and the pressure coefficient decreases gradually. If we decrease
the cavitation number further, the longer cavities approach 100%
of L0, and shorter cavities almost disappear. At last, the longer
cavities reach approximately 70% of the chord (l/h62.0) and then
keep their length without oscillation. Figure 14~b! shows the the-
oretical results that corresponds to Inducer 0-65, which has a
larger alternate leading edge cutback than that of the experiment
Inducer 0-50. The calculation results simulate the experimental
observations fairly well, while the cavity becomes unstable at
smaller cavitation number. In this case, the cavity on shorter blade
is too small to cause the decrease of cavity on longer blade even if
it grows to a certain percentage of L1.

Map of Various Cavitations
Figure 15 presents the occurrence region of each cavitation pat-

tern for various amounts of the leading edge cutback in the cavi-
tation performance plots for the case with increasing cavitation
number.

With the increase of the amount of cutback, the head break-
down starts to occur at larger cavitation number at high flow rate
comparatively. At low flow rate, when strong suction recirculation
occurs forf less than 0.07, the static pressure rise coefficient
gradually decreases starting from higher cavitation number under
the alternate blade cavitation. It was observed that the decrease of
the static pressure rise coefficient occurs when the longer cavities
on longer blades exceed the spacing L0. Also the pressure coeffi-
cient decreases slightly at the asymmetric cavitation onset.

The boundary of the alternate cavitation in Inducer 0-0 is about
s/2a61.0, while the boundary of the rotating cavitation is
s/2a60.5 as presented in Fig. 15~a!. Figure 15~a! thru ~d! shows
the following tendencies as to the effects of the amount of cutback
on unsteady cavitations:

1 In Inducer 0-15 as compared with Inducer 0-0, the rotating
cavitation occurs at smaller cavitation number and the asymmetric
cavitation appears before the head breakdown. Cavitation surge
~C.S.! appears in a range wider than that of the rotating cavitation.

2 In Inducer 0-30, the range of rotating cavitation disappears,
and the cavitation surge is partly suppressed due to the expansion
of the range of the asymmetric cavitation.

3 In Inducer 0-50, there is only a small region of the cavitation
surge~C.S.! with smaller amplitude of the pressure fluctuations in

Fig. 14 Variation of the tip cavity length versus cavitation
number in Inducer 0-50 with alternate blade cavitation „longer
cavities on longer blades … for fÄ0.060 „uncertainty in l Õh
Á0.05, in fÁ0.002, in sÁ0.002, in csÁ0.002…. „a… Cavitation
number decreasing and increasing „experiment …; „b… calcula-
tion „Equivalent to Inducer 0-65 from Horiguchi et al. †15‡…

Fig. 13 Change of the tip cavity length versus shaft rotations
under the surge mode oscillation „S.M.O., fÄ16 Hz…, for f
Ä0.060, sÄ0.10 with Inducer 0-15 „uncertainty in l ÕhÁ0.05, in
rev.Á0.05, in fÁ0.002, in sÁ0.002…
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a narrow region with lower flow rates. Unsteady cavitation pat-
terns~R.C., C.S., and S.M.O.! are almost suppressed as expected.

Concluding Remarks
To suppress the rotating cavitation which causes the super-

synchronous shaft vibration, 4-bladed inducers with alternate
leading edge cutback were examined with various amounts of
cutback.

The length of the cavity has an important role on the onset of
the unsteady cavitation patterns. The alternate blade cavitation in
the inducer with equal length blades starts to appear when the
cavity length at the tip approaches 65% of the spacing. As we
decrease the cavitation number further, the length of shorter cavi-
ties first decrease and then increases. The rotating cavitation and
the cavitation surge start to appear when the shorter cavities ap-
proach 65% of the spacing again. For inducers with alternate lead-
ing edge cutback, the range of alternate blade cavitation was

shifted toward low cavitation number, and the asymmetric cavita-
tion appeared at lower cavitation number. Therefore, the region of
the rotating cavitation could be diminished by cutting back the
leading edge alternately.

For the inducers with small amount of cutback, two types of
alternate blade cavitation were observed as predicted theoretically.
One of them is with longer cavities on longer blades, and the other
is with longer cavities on shorter blades. Switch in these alternate
blade cavitation patterns was observed with the increase or de-
crease of cavitation number. For the case with larger amount of
the cutback, the cavities on longer blades are always larger than
those on shorter blades. For the inducer with the largest amount of
cutback in the present test, the rotating cavitation and cavitation
surge were almost suppressed, with the enlargement of the range
of alternate blade cavitation and asymmetric cavitation. However,
the suction performance was deteriorated by them. We should also
note here that:~a! the asymmetric cavitation occurs more easily in

Fig. 15 Cavitation performances and maps showing the occurrence regions of various cavitation patterns for
Inducer 0-0, 0-15, 0-30, and 0-50 with increasing cavitation number „uncertainty in csÁ0.002, in fÁ0.002, in s
Á0.002…, „a… Inducer 0-0; „b… Inducer 0-15; „c… Inducer 0-30; „d… Inducer 0-50
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the inducers with alternate leading edge cutback, and~b! the un-
evenness caused by the asymmetric cavitation could result in un-
even blade stress and also synchronous shaft vibration.
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Nomenclature

C 5 chord length
Dt 5 inducer tip diameter

f 5 frequency of pressure fluctuations
f n 5 shaft rotational frequency
h 5 tip blade spacing, or mean of the tip blade spacing

5(L01L1)/2
l 5 cavity length at the tip

l s 5 steady cavity length
L0 5 angular distance at tip between the leading edge of

longer blade and that of adjacent shorter blade~see
Fig. 2!

L1 5 angular distance at tip between the leading edge of
shorter blade and that of adjacent longer blade~see
Fig. 2!

n 5 rotational speed~rpm!
p1 5 pressure at inlet~see Fig. 1!
p2 5 pressure at outlet~see Fig. 1!
pv 5 vapor pressure

Dp 5 pressure fluctuation~zero-to-peak!
r 5 radius

r t 5 blade tip radius
s 5 radial tip clearance

ut 5 peripheral speed of inducer tip5pDt f n
v1 5 axial velocity at inducer inlet5flow rate/inlet area
a 5 incidence angle, i.e., angle between the inlet relative

velocity and the blade5b t12tan21(f)
b 5 blade angle

b t 5 tip blade angle~1-inlet, 2-outlet!
s 5 cavitation number5(p12pv)/(r ut

2/2)
r 5 density

f 5 flow coefficient5v1 /ut
fd 5 design flow coefficient
c 5 head coefficient5gH/(ut

2) ~g5gravity constant,H
5head!

cd 5 design head coefficient
cs 5 static pressure rise coefficient5(p22p1)/(r ut

2)
csd 5 design static pressure rise coefficient
Dc 5 coefficient of unsteady pressure

fluctuations5Dp/(r ut
2) ~zero-to-peak!

V 5 shaft angular velocity
VR 5 rotating cavitation angular velocity
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Analysis of the Immediate
Boundary Conditions of an Axial
Flow Impeller
The design and analysis of impellers for mixing applications such as stirred tank reactors
(STR) have significant application in many engineering processes. In particular, the
evaluation of the turbulent flow boundary conditions immediately around a model impel-
ler has been examined using flow visualization, laser Doppler anemometry (LDA) and
particle image velocimetry (PIV). Mean and fluctuating velocities are presented for all
three velocity components. Good agreement between LDA and PIV measurements was
obtained once an optimized PIV arrangement was defined. Turbulence parameters such as
kinetic energy, dissipation, and length scales are estimated from the measurements. Sev-
eral approaches to evaluating dissipation were used. Triggered PIV measurements were
used to evaluate the variation in radial and tangential velocities in the entire planes above
and below the impeller at constant axial distances. The size and orientation of the vortices
shed from the impeller blade tips and the corresponding regions of high kinetic energy
and dissipation indicate the importance of these structures in mixing.
@DOI: 10.1115/1.1412846#

1 Introduction
Engineering applications that require fluid mixing in a confined

volume are widespread in the process industries and of significant
importance considering energy consumption, mixing quality, dis-
persion, heat transfer, and reaction. Various methods to accom-
plish mixing exist and the use of an impeller driven by a rotating
shaft to impart energy to the fluid are common. Varying impeller
designs exist depending on many parameters such as the fluid~s!
to be mixed and volume constraints. Many researchers have
evaluated aspects of the impeller/tank arrangement considering
the tank geometry and impeller placement~LaFontaine and Shep-
herd@1#, Bittorf and Kresta@2#, Hockey and Nouri@3#, and many
others!. The focus here is in quantifying the immediate boundary
conditions of the impeller for purposes of impeller performance
predictions and as an aid in evaluating computational fluid dy-
namic ~CFD! predictions of this region. Stoots and Calabrese@4#
provide detailed mean velocity LDA measurements in the imme-
diate exit region of a Rushton turbine although the instantaneous
spatial structure of the vortices is unavailable due to the measure-
ment technique. Discussion of the technique of simultaneous col-
lection of all three velocity components for a Rushton turbine
utilizing stereoscopic PIV is presented by Hill et al.@5#. The re-
gion in the immediate vicinity of the blade is also the region of
trailing vortex formation due to blade passage and these results
provide insight to turbulence generation and dissipation. Wu et al.
@6# have found the only region of significant dissipation to be the
impeller discharge stream in a Rushton turbine. Vortices provide a
cyclical input of turbulent energy and account for most of the
dispersion according to Ali et al.@7# and Chang et al.@8#. Evalu-
ation of the flow field in this vicinity normally requires some
assumptions about the turbulence in order to utilize experimental
results. Rao and Broadkey@9# have found the discharge of an
impeller to be highly anisotropic. Kresta and Wood@10# make an
initial assumption that the flow is locally isotropic and discuss
some conditions for this. A review of many approaches to charac-
terizing turbulence and dissipation estimation is provided in
Kresta@11#.

As the primary goal was to evaluate the flow region near the
impeller, the far field conditions were not considered. The flow
field was examined using flow visualization, laser Doppler an-
emometry ~LDA !, and particle image velocimetry~PIV!. PIV
measurements in an entire tank with resulting lower resolution of
the 45 deg pitched blade turbine impeller region are reported in
Sheng et al.@12#. A dimensionless group used to characterize the
flow is the Reynolds number, ReD , which is based on the impeller
diameterD, the fluid kinematic viscosityn and the rotational
speed of the impellerN (ReD5ND2/n). In this study, typical
values of Reynolds number areO(105) depending on rotational
speeds providing a fully turbulent flow in the region of the
impeller.

2 Experimental Apparatus
A scaled 3 bladed hydrofoil impeller~Hayward Gordon 3AL-

39! was utilized with a representative configuration as shown in
Fig. 1. It was fabricated using the stereo lithography process and
all blades were uniform in design with a blade angle of 39 deg to
the horizontal at the hub with decreasing angle to the tip. Because
of this manufacturing process the blades were comparatively thick
~3 mm!, all blade edges were sharp including the blade tips and
the blade surfaces were comparatively rough. The outer diameter
of the impellerD was 152.4 mm and all other dimensions are
scaled from this dimension. The impeller blades are 0.375 D long
due to the presence of the hub. The general geometry is detailed in
Fig. 2. The unbaffled tank had a square cross section of 3.34 D
that was primarily used to avoid optical distortion for the LDA
equipment. The origin of the cylindrical coordinate system was
the base of the impeller shaft withr andu as the horizontal coor-
dinates and y as positive upward from the origin. The impeller
was mounted 1.0 D above the bottom of the tank. The impeller
was driven with a 19 mm solid shaft connected to a variable speed
DC motor drive at the top of the tank and no shaft deflection was
measured. An optical trigger was mounted on the top of the shaft
to provide a pulse output to determine rotational speed and to
trigger events in the LDA and PIV equipment although both trig-
gered and constant frequency PIV and LDA measurements were
obtained. Water was used as the working fluid with a fixed free
surface liquid level of 4D~1.2* tank base dimension! giving a
total volume of 0.158 m3.
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2.1 Flow Visualization. Flow visualizations were under-
taken using Fluorescein fluorescent dye and tracer particles with
illumination provided by a 300 mW argon ion laser and optics to
create a light sheet. Flow visualizations were recorded with a
CCD video camera and still photographs were obtained with a 35
mm camera with 400 ASA film.

2.2 Laser Doppler Anemometry. The three velocity com-
ponents ofV, the radial,Vr , tangentialVu and axial,Vy velocities
were obtained at predetermined locations with spatial separation

of 0.03D with a conventional laser Doppler anemometer operating
in forward scatter mode. The system used in the experiments was
a conventional two component LDA~Dantec 55X! consisting of a
300 mW argon ion laser, Bragg cell, beam expander, receiving
optics and photomultipliers, and counters. In this configuration the
measurement volume was approximately 1.100 mm long and
0.064 mm in diameter. Data from the counter processor were
transferred to a computer for storage and subsequent analysis. For
these measurements, the laser and LDA optics were mounted on a
computer controlled three axis traversing stage. Calculations were
done to accurately locate the measurement volume within the
tank. For the LDA studies the working fluid was seeded with 1.1
mm diameter latex particles although tap water also provided a 10
kHz validated data rate signal. At each measurement location,
40,000 validated velocity measurements were obtained at constant
frequencies in the range of 500–2000 Hz.

2.3 Particle Image Velocimetry. The flow through the im-
peller was illuminated using a double-cavity 120 mJ Nd:YAG
laser capable of operating at 10 Hz with a pulse duration of 5 ns.
Spherical shaped Pliolite VT particles of diameter ranges of 20–
100mm and specific gravity of 1.03 were used to seed the flow. A
Kodak ES 1 K31 K CCD camera~100831018 pixel array!
equipped with an 18–108 mm, F/2.5 zoom lens was used to cap-
ture the particle images. A 532 nm optical notch filter was at-
tached to the lens to transmit only the laser wavelength light.
Numerous orientations of the camera were utilized depending on
the region of interest. For example, the camera was positioned
perpendicular to a vertical laser sheet or perpendicular to a hori-
zontal light sheet through the use of a front surface mirror imag-
ing from below the clear acrylic tank at 45 deg. In this way an
unobstructed view of ther 2u plane was obtained. With the shaft
mounted trigger, it was possible to obtain a large number of
instantaneous data at the same circumferential position of the
impeller.

Data Acquisition and Processing.The PIV facility was care-
fully set-up to minimize errors during the data acquisition and
processing stages. A measured quantity of the Pliolite VT particles
was added to the reservoir tank to ensure a minimum seed particle
density of at least 8 particles per interrogation area~;0.002
grams/liter!. A field-of-view of approximately 1003100 mm was
used with scaling in the range of 0.09 mm/pixel. The laser pulse
delay timing was set with an upper bound of the one-quarter dis-
placement rule for the different image sizes and rotational speeds
utilized and was approximately 0.8–1.8 ms for all images. Pulse
timing was also decreased to reduce loss of particles due to out of
plane motion particularly in ther 2u plane. 1000 image pairs
were acquired at each location for each rotational speed. Due to its
thickness~;2–3 mm!, the laser light sheet creates a larger control
volume than the comparison LDA probe volume.

The cross-correlation method with interrogation area of 32
332 pixels and 50% overlap was used to process the images to
obtain the velocity vectors resulting in 62362 vectors per vector
map. The Pliolite VT particles gave a good signal-to-noise ratio
and the number of outliers was about 1.5%. Therefore only peak
validation with a correlation peak signal-to-noise ratio of 1.5 was
performed to remove vectors. Individual vector maps were subse-
quently averaged to provide an averaged flow map and velocity
statistics.

2.4 Experimental Uncertainty. For the method used to cal-
culate the ReD reported values are63% (ReD577,00062160)
using the root sum square method. Variation in the impeller speed
is estimated at62 rpm. For the LDA measurements at each loca-
tion 40,000 individual validated velocities were used to calculate
the average velocity value giving a random error below 0.5%
~Pereira and Sousa,@13#!. Velocity measurements made using the
laser Doppler anemometer are subject to errors in the location of
the probe volume, gradient broadening, and electronic noise giv-
ing an uncertainty of less than 2% for averaged velocities

Fig. 2 Experimental configuration all dimensions referenced
to the impeller diameter D „0.152 m…

Fig. 1 Impeller configuration- one of three equally spaced
blades shown
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~Johnson,@14#!. For the PIV measurements the particles cover
approximately six pixels and therefore meet the minimum crite-
rion for centroid location. Random error due to irregular particles,
electronic noise, etc. is shown to be small~,0.1 pixel! by Prasad
et al. @15# using larger particles and electronic timing errors are
estimated to be small. These errors provide an error estimate of
less than61 pixel giving a positional error of less than 1%. These
values~sub pixel positional accuracy and correspondingly small
velocity errors! are in good agreement with Guezennec and Kirit-
sis @16#. The errors inherent in PIV velocity measurements are
estimated to be of the order of 2%~Westerweel@17#!.

3 Results and Discussion

3.1 Velocity Measurements. Comparative measurements of
average radialVr and axialVy velocity obtained with the LDA
system and the PIV system are shown in Fig. 3 for ReD577,400
(N5200 rpm) case. The presented velocities are average veloci-
ties taken from untriggered constant frequency LDA~40,000 ve-
locity measurements! and untriggered PIV~1000 image pairs!
measurements. All velocities are made dimensionless~* ! with the
impeller tip speedVtip . The comparative ‘‘control volume’’ mea-
surements are obtained from the boundary surrounding the impel-
ler including: a horizontal plane above the impeller parallel to the
impeller hub surface for the inlet condition~inlet plane!, a hori-
zontal plane 0.083D below the impeller parallel to the impeller
hub surface for the outlet condition~outletplane! and a cylindrical
surface 0.083D from the impeller tip in a vertical plane for the
radial velocities~radial plane! enclosing the impeller volume. The
agreement between the measurement methods is excellent al-
though less than 1000 PIV image pairs gave significantly poorer
comparison. The inlet profile shows high velocities near the im-
peller hub with a peak value of 0.14Vy* . The axial exit velocity
profile shows a slight upward flow near the impeller hub indicat-
ing a region of recirculation directly below the hub. The peak
measured average exit axial velocity along this plane is 0.26Vy*
occurring atR* 50.32. This value is in good agreement with the

results reported by Zhou and Kresta@18# for a fluidfoil turbine
~A310! with a much different tank geometry~baffled cylindrical
tank with sealed lid! and a tank diameter of 2.1 D suggesting that
measurements made close to the impeller may be independent of
tank geometry for some cases. The region atR* .0.46 contributes
little to the dominant axial flow. The radial velocity profile shows
a net flow toward the impeller blade although peak values are low
(Vr* ;0.04). At the other rotational speeds ReD5155,000 and
232,000~400 and 600 rpm! very little difference was observed in
the dimensionless plots indicative of a fully turbulent flow regime.
No appreciable deformation of the tank free surface occurred at
these rotational speeds.

Comparative measurements of the average untriggered tangen-
tial Vu obtained with the LDA system and the PIV system are
shown in Fig. 4 for ReD577,400 (N5200 rpm). Measurements
were obtained in the sameinlet plane andexit plane as described
in the above measurements. LDA measurements were not ob-
tained above the impeller due to the impeller shaft obscuring the
forward scatter LDA arrangement. The PIV measurements indi-
cate a swirling inlet flow condition where the tangential velocity
Vu is about 25% of the average axial inlet flowVy . Peak values of
Vu* of 0.046 are found atR* 50.25 with decreasing values asR*
increases. These measured values are consistent with flow visual-
ization results that indicated a swirling motion as the impeller
intake was approached. Results obtained below the impeller indi-
cate that the two measurement techniques give comparable re-
sults. As observed during flow visualization a swirling recirculat-
ing area exists directly below the hub extending to the edge of the
hub region (R* 50.125). After this regionVu* increases slightly to
R* 50.3 where a rapid increase inVu* occurs peaking atR*
50.41 after which it decays rapidly. This peak corresponds to a
peak in thevy* rms velocity. These tangential values are not in
significant and are about 40% of the average axial flow values
which would be expected in an impeller with a relatively small
blade pitch angle. These results are consistent with the blade angle
effects found by Ranade and Joshi@19#.

3.2 Conservation of Mass. As a test of the validity of the
measurement results, the inflow/outflow through the control vol-
ume boundaries described above was undertaken. The individual
location LDA and PIV measurements were piecewise integrated
over the entire control surfaces. The net inflow through theinlet
control surface amounted to 81.6% of the outflow and the remain-
ing inflow crossed the control volume through theradial surface.
The measured inflow was 3.5% greater than the measured outflow
likely due to measurement uncertainty and the integration method
utilized.

Fig. 3 Average velocities V r* and Vy* in control volume Re D
Ä77,000 mLDA measurements d PIV measurements dashed
line indicates location of measurements. Blade schematic in-
cluded for reference.

Fig. 4 Average tangential velocities vs R * , Vu* inlet at Y *
Ä0.167 „j PIV-inlet … and exit at Y *ÄÀ0.083 „m LDA measure-
ments d PIV measurements …, ReDÄ77,000
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3.3 Flow Number. Integrated values of the axial velocity
profile below the impeller provided the primary flow number as
defined by:

NQ5
*0

RVy2prdr

ND3 (1)

A NQ value of 0.39 was obtained at 200 rpm with a slight increase
in NQ with N. These values are about 12% lower than those found
in commercial impellers of the same design likely predominantly
due to a large nonpumping hub region~0.25D! and the thick lead-
ing and trailing edges, and the rougher surface finish on the li-
thography prototype.

3.4 Turbulent Velocities and Kinetic Energy. RMS ve-
locities from the LDA and PIV measurements are presented in
Fig. 5 in the same arrangement as the average velocities and are
made dimensionless~* ! with the impeller tip speedVtip . RMS

velocities ~Avr
2, square root of the average of the sum of the

squares! are denoted in lower casev r . The rms velocities pre-
sented from untriggered data collection are unfiltered for any fre-
quency and therefore include the effects of blade passage frequen-
cies. There is some discussion in Kresta@11# of the inclusion or
exclusion of the effects of blade passage frequency in reporting
results. When the axial velocity data is filtered to remove the
blade passage frequency the average exit rms velocities for allR*
values drop by 5.8% with one peak rms value 17.1% lower at
R* 50.467 suggesting the effect for this impeller is not as pro-
nounced as would be for a Rushton turbine. As expected, the axial
inlet rmsvy* velocities are low and fairly uniform across the entire
horizontal plane with values near 0.03. The measured radial rms
v r* velocities are also uniform and of the same order of magnitude
as the axial inlet values. The axial exit rms velocitiesvy* show a
minimum rms velocity corresponding to the peak average exit
velocity at R* 50.32 and there is a significant distortion of the
profile atR* values greater than this up to the tip of the impeller

blades. A peak axial rms velocityvy* of 0.10 occurs atR*
50.42. This is indicative of high velocity variation in this region
which is due to more than blade passage effects and is discussed
in a subsequent section.

The exit plane turbulent kinetic energy was calculated using
measured turbulent velocity data and from:

k* 5
v r

21vu
21vy

2

2Vtip
2 (2)

It can be seen in Fig. 6 that all rms velocity components are of
approximately the same magnitude with values ranging from
4–10% of the tip speed. Wu and Patterson@20# have also found
the magnitude of the rms velocities to be similar in all component
directions in a different impeller geometry. As a result of the simi-
larity of rms profiles, thek* profile mirrors these profiles with a
peak value of 0.0115 atR* 50.41. The magnitude of this averaged
value is consistent with work from other impeller geometries
~Yianneskis et al.@21#!. At this peak value the relative turbulence
intensity defined by

I 5
vy

Vy
(3)

is significant at 29%. I values increase to 60% with increasing
R* (0.41,R* ,0.55) due to the low axial meanVy values in this
region. For 0.14,R* ,0.41 values are around 12% and values
below the hub are small~1%!.

Reynolds stressesvrvy and vuvy were measured directly with
the two component LDA system. These values are shown in Fig. 7
and indicate a change in sign in the region of the vortex shedding

Fig. 5 RMS velocities n r* and ny* in control volume Re D
Ä77,000 m LDA measurements d PIV measurements Dashed
line indicates location of measurements. Blade schematic in-
cluded for reference.

Fig. 6 RMS velocity components „À… vs R* at Y*ÄÀ0.083 „m

n r* , j nu* and l ny* and kinetic energy k * d… ReDÄ77,000

Fig. 7 Measured Reynolds stresses „m2Õs2
… versus R * at Y*

ÄÀ0.083 ReDÄ77,000 „l vrvy and j vuvy…
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(R* 50.41). These values are somewhat higher than other re-
ported results for a different impeller@10# obtained in an indirect
manner.

3.5 Turbulent Scales. The integral time scaleTE was cal-
culated from the LDA data based on the autocorrelation coeffi-
cientsRii and is defined as

TE5E
0

t

Rii ~t!dt (4)

where integration up tot50.1 s is used. Integration of the auto-
correlation was performed using the trapezoid rule or Simpsons
rule which gave comparable results. Use of this equation implies
isotropic turbulence and due to the high turbulence intensities in
some flow regions may not be applicable although this approach is
widely used in nonisotropic flow conditions@9#. Values of the
integral time scale were comparable in all three measured velocity
components as shown in Fig. 8. Integral length scalesLE are
calculated from the integral time scales and the mean flow veloc-
ity based on Taylors frozen hypothesis which assumes that the
turbulent structure is fixed in space and is convected by the mean
velocity. This would only be justified for homogeneous isotropic
turbulence. Normally, the dominant mean velocity would be used
but several corrections have been proposed for three-dimensional,
high turbulence intensity flows such as the use of a convection
velocity Vc ~van Doorn as cited in@10#!

Vc
25Vy

21vy
212v r

212vu
2 (5)

This correction does not apply over the entire exit plane due to the
low turbulence levels below the hub. The determined length scales
using the mean axial velocity are in the range of 0.04–0.05 D
with peak values at 0.06D~Fig. 9! and should be indicative of the
scale of the larger energy containing eddies. Large scale structures
shed from the passing blade surfaces as captured using the PIV
data ~discussed below! are the same order of magnitude~;0.05
D!. Application of the convection velocityVc in the determination
of the integral length scale increases the integral length scale by
33% atR* 50.41 although other values from 0.14,R* ,0.38 are
increased by an average of 14% preserving the order of magni-
tude.

The Taylor microscalesl f for time were determined from

l f5A 22

]2Rii

]t2 U
t50

(6)

The second derivative of the autocorrelation was evaluated att
50 with a fourth-order central difference formula. These micros-

cales for time are shown in Fig. 10 and indicate the time scale of
an average energy containing eddy. Micro-length scaleslg* are
formed using the Taylor time scales and the mean velocity and are
made dimensionless with the impeller diameter D~Fig. 11!. These
length scales in all measured directions are the same order of
magnitude~0.005–0.010! with the axial micro-length scale being

Fig. 8 Integral time scales „s… in r, u, y directions versus R * at
Y*ÄÀ0.083 ReDÄ77,000 „j radial, m tangential, l axial … Fig. 9 Integral length scales „À… in r, u, y directions versus R *

at Y*ÄÀ0.083 ReDÄ77,000 „j radial, m tangential, l axial …

Fig. 10 Taylor time scales „s… in r, u, y directions versus R * at
Y*ÄÀ0.083 ReDÄ77,000 „j radial, m tangential, l axial …

Fig. 11 Taylor length scales „À… in r, u, y directions versus R *
at Y*ÄÀ0.083 ReDÄ77,000 „j radial, m tangential, l axial …
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1.6 times larger than the other components in the worst case. The
similarity of these micro-scales is an indication that the flow may
be locally isotropic. The integral scales are approximately an or-
der of magnitude greater than the microscales.

The turbulent Reynolds number as defined by

Relg
5

k1/2lg

n
(7)

~Hinze @22#! indicates the existence of an equilibrium range in the
intermediate scales for Rel.100. Rel was found to be greater
than 100 for the region 0.146,R* ,0.44. In the region past the
impeller tip and below the hub Rel was found to be small as
expected.

3.6 Dissipation. Several methods of evaluating the dissipa-
tion « have been implemented including

«515n
vy

lg
2 (8)

@22# or the dimensional approach where

«5A
vy

3

LE
(9)

whereA is a constant near unity andLE represents the integral
length scale or possibly the scale of the structures created by the
impeller. This dimension is the approximate dimension of the
trailing vortices shed following the blade passage as discussed in
a subsequent section. The use of Eq.~8! is compared to the avail-
able dissipation terms measured with two dimensional PIV in
Sharp et al.@23# and is found to provide comparable results for
studies of a Rushton turbine operating at a comparably low Re.

Another approach is to use the integral time scales determined
from the autocorrelation to evaluate the dissipation« where

«5
vy

2

TE
(10)

The gradient hypothesis was also used to determine the dissi-
pation. It is based on assumptions inherent in thek2« turbulence
model and has the form

«52
0.09k2

v rvy

]Vy

]r
(11)

for this analysis@21#. All approaches are shown in Fig. 12 with
each method revealing the only location of significant dissipation
to be in the region ofR* 50.4. Peak dissipation values of
1–2 m2/s3 are consistent with@10# at this distance from the impel-

ler. For comparison, an average energy dissipation rate throughout
the tank may be calculated based on the power draw per unit mass
@4#. The electrical power draw was measured and found to give
unreliable results. The power draw was estimated using a value of
the power numberNp

Np5
P

rN3D5 (12)

of 0.305 obtained from Jaworski et al.@24# for a common hydro-
foil impeller over a wide range of Re. This gives an average
energy dissipation rate throughout the tank«avg of 0.006 m2/s3,
two orders of magnitude below these peak values.

A comparison technique using the measured angular velocity
values to determine the power and the resulting power number
from the angular momentum balance~moment of momentum
equation! using the power equation

P5vE
0

R

rVudṁ52pvrE
0

R

rVuVzrdr (13)

gave values ofP51.00 kg m2 s23 at the outlet of the control vol-
ume andP50.20 kg m2 s23 on the inlet control surface and a
power numberNp of 0.26 which is comparable to the reported
value obtained by measuring the power draw.

3.7 Spectral Analysis. The equal time interval velocity
samples obtained with the LDA were analyzed using Fast Fourier
Transform ~FFT! spectral analysis to obtain the frequencies
present. As expected, the blade passage frequency is the dominant
frequency in the spectrum with several harmonics evident. There
was no evidence of any low frequency ‘‘global tank circulation’’
frequencies found by previous researchers@25# although the close
proximity of these measurements to the impeller may preclude the
appearance of those frequencies.

3.8 Triggered Measurements. To further insight into tur-
bulence parameters such as kinetic energy and dissipation distri-
bution data was collected with the PIV equipment in a triggered
mode utilizing the shaft mounted optical trigger such that each
successive image pair was collected at the same impeller position.

3.9 Triggered Kinetic Energy. Figure 13 shows the trig-
gered PIV results obtained in the horizontalexit ru plane 0.083D

Fig. 12 Dissipation e „m2Õs3
… versus R * at Y*ÄÀ0.083 ReD

Ä77,000 utilizing four methods „j Eq. „8…, l Eq. „9…, m Eq. „10…,
x equation „11……

Fig. 13 Dimensionless averaged velocities and contours of
k 2* , rÀu plane at Y *ÄÀ0.083 „looking in ¿y direction … blade
located at vertical R * axis rotating counterclockwise triggered
PIV data ReDÄ77,000 dimensionless reference vector 0.25
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below the impeller looking in the positivey direction. The two
measured in-plane rms velocity components (v r* ,vu* ) are repre-
sented in this figure formingk2* defined similarly tok* but utiliz-
ing only the two measured components, previous results indicate
that all rms velocities are the same order of magnitude and there-
fore total k values should be 50% greater if this assumption is
applied. In this configuration one impeller blade is oriented with
the positive vertical axis and is rotating counterclockwise. In this
plane, below the impeller, the effects of the blade passage are not
seen until approximately 41 deg after the blade using thek2* con-
tours as a guide. As the contours indicate, the kinetic energy is
highly localized, concentrated in a band 0.34,R* ,0.48 with a
peak value of k2* is 0.155 which occurs at (R* ,u)
5(0.389,63 deg) whereu is measured clockwise from the blade
tip. This value is greater than an order of magnitude from the
averagek* value presented in Fig. 6 and is consistent with results
in @21# for a disk type impeller. This is significant as all the values
in the lower contour band ofk2* 50.01 exceed the total averagek*
value found in the untriggered average values shown in Fig. 6.
Values outside of this band are low contributing to the lower over-
all average. Thus, circumferentially averaged values significantly
underpredict the level of kinetic energy in the trailing vortex
stream.

3.10 Vortex Generation and Location. As a single impel-
ler blade passes through the fluid a pressure differential is created
between the pressure side surface upstream and the suction side
~back of blade! downstream of the blade. In the case of the open
impeller~unshrouded, unconfined! discussed here the pressure dif-
ferential equalizes through velocity fluctuations once the blade has
passed. Evidence of the equalization characterized by flow into
the region of the suction side over the pressure side blade surface
is shown in Fig. 14. This figure is a planar verticalxy image
passing through the impeller blade located atR* 50.41. The light
sheet entered the plane from downstream of the blade thus infor-
mation directly below the blade~in shadow! is less reliable. Only
100 images were averaged to present this data as more images
than this removed the detail of the flow trailing the blade. Due to

the error associated with obtaining reliable data in areas close to
solid surfaces it is difficult to determine if separation on the upper
surface of the blade has occurred althoughk2* values are high
there ~0.107 at~0.003, 0.057!!. The peak value ofk2* is 0.150
which occurs at~0.052, 0.008! in the trailing vortex region corre-
sponding well with the value 0.155 obtained in ther 2u plane
discussed above. There is evidence of significant flow distortion
over the top surface of the blunt leading edge. Downstream of the
blade there is a wide wake following the blade with an approxi-
mate length of two blade chord lengths. In ther 2y plane the
planar PIV images were indispensable in revealing the existence
of a stable vortex trailing the blade passage. Figure 15 shows the
average of 1000 triggered PIV image pairs in ther 2y plane taken
at a constant angular position 30 deg after a blade passage~blades
are coming out of the page!. It can be seen that this trailing vortex
is not in a random location but the center is consistently located at
(R* ,Y* )5(0.46,20.009) and rotating counterclockwise for all
1000 image realizations. This location is further radially inward
than the mean velocity values would suggest indicating the con-
vective radial inflow effects of the wake following the blade pas-
sage. In this same plane the remains of the vortex shed from the
previous blade passage 150 deg ahead of the image plane is lo-
cated at (R* ,Y* )5(0.42,20.164) and is consistent with the mea-
sured mean axial and radial velocities. A vortex~helix! angleg
measured from the horizontal blade position of 13.1 deg was
found for the vortex close to the impeller and 12.0 deg for the
decaying vortex. This would indicate that the vortex loses some
axial velocity further from the impeller although there is more
uncertainty in defining the center of the vortex in this location.
These values are consistent with the constant vortex angle of 20
deg found in Scha¨fer et al. @26# for ReD57300 and angles of
18–13 deg for ReD5115,000 to 240,000 found in@7# for 45 deg
pitched blade turbines. The correlation provided in@26# overpre-
dicts the vortex angle by 40% likely due to the smaller impeller
blade angle in this geometry. The corresponding plot ofk2* is
shown in Fig. 16 indicating a similar zone of high kinetic energy
in the region of the shed vortex.

Fig. 14 Dimensionless averaged velocities and contours of k 2*
xÀy plane at R *Ä0.41 blade moving to the left of figure trig-
gered PIV data Re DÄ77,000 dimensionless reference vector
0.25

Fig. 15 Dimensionless averaged velocities r Ày plane at u
Ä30° after blade passage „blade moving out of page … triggered
PIV data ReDÄ77,000 Dimensionless reference vector 0.25
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4 Conclusions
Detailed measurements of the immediate boundary conditions

of a hydrofoil impeller have been obtained for an impeller not
previously reported in the literature. All three velocity compo-
nents have been obtained to provide a complete profile of the flow
around the impeller. Utilizing both LDA and PIV techniques
agreement in the measured mean velocities is very good for all
velocity components. Filtering of the blade passage frequency
from the axial LDA data reduced rms velocities by an average of
5.8%. Peak velocities and the shape of the axial velocity profile
were found to be in good agreement with other hydrofoil impel-
lers obtained in baffled cylindrical tanks suggesting little influence
of tank geometry close to the impeller. Measurements of the tan-
gential velocities above and below the impeller reported here
show the importance of this velocity component and the circum-
ferential variation of this velocity. Measured rms velocities and
integral time scales in all coordinate directions were found to be
similar. Several approaches to determining the integral length
scales from the time scales gave comparable results. Predicted
macroscales of turbulence such as the integral length scales are in
good agreement with previous studies. Microscales for time and
length were similar in all directions indicating the flow may be
locally isotropic. Several methods of estimating the local dissipa-
tion showed only one specific region below the impeller to have
significant dissipation. The formation of the vortex is evidenced
through a pressure differential creating an inflow condition fol-
lowing the blade passage. High kinetic energy and dissipation
levels indicating the primary location of fluid mixing are found
only in the region of the trailing vortex with significant blade
related cyclical variation. The peak kinetic energy value obtained
with triggered measurements was an order of magnitude greater
than a circumferentially averaged value showing the importance
of the local flow condition. Triggered measurements have shown
the creation of a trailing vortex over the blade surfaces and a large
scale vortical structure shed from the impeller blade surface and
the dimensions and consistent location of these vortices shed from
the impeller which are in qualitative agreement with measure-
ments of pitched blade turbines.
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Nomenclature

D 5 impeller diameter~m!
I 5 relative turbulence intensity~Eq. ~3!!
k 5 turbulent kinetic energy~m2/s2!

k* 5 dimensionless turbulent kinetic energy~Eq. ~2!!
LE 5 integral length scale of turbulence~m!
ṁ 5 mass flow rate~kg/s!
N 5 rotational speed of impeller~rpm!

Np 5 Power number P/(rN3D5) ~Eq. ~12!!
Nq 5 Flow number Q/~ND3! ~Eq. ~1!!
P 5 Power transferred to fluid~kg m2s23!
r 5 radial coordinate~m!
R 5 radius of impeller~m!

R* 5 dimensionless radial distance (r /D)
Rii 5 autocorrelation coefficients
ReD 5 Reynolds number (ReD5ND2/n)
Rel 5 turbulent Reynolds number~Eq. ~7!!
rms 5 root mean square of turbulent velocity fluctuations~m/s!
TE 5 integral time scale of turbulence~s! ~Eq. ~4!!
V 5 average velocity~m/s!
V 5 velocity ~m/s!
v 5 rms velocity~m/s!

V* 5 velocity made dimensionless with tip speed (V/Vtip)
Vtip 5 tip speed of impeller~m/s!
Vc 5 convection velocity~m/s! ~Eq. ~5!!

x 5 coordinate~m!
X* 5 x/D

y 5 axial coordinate~m!
Y* 5 y/D

g 5 vortex angular location from blade position~helix angle!
~deg!

« 5 dissipation rate/unit mass~Eqs.~8!–~11!! ~m2/s!
u 5 angular coordinate
l 5 turbulence microscale~Eq. ~6!!

l* 5 l/D
m 5 dynamic viscosity~kg/ms!
n 5 kinematic viscosity~m2/s!
r 5 fluid density~kg/m3!
t 5 integral time
v 5 rotational speed of impeller~rad/s!
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On a General Method of Unsteady
Potential Calculation Applied to
the Compression Stages of a
Turbomachine—Part I:
Theoretical Approach
An algorithm using the singularity method was developed. It allows taking into account
the interaction between fixed and mobile cascades. Its principle is based on the summa-
tion of discrete vortices distributed periodically on the rotor and stator profiles. The
overall matrix, obtained by applying the boundary conditions, takes into account the
complexity of the studied cascade geometry (presence or not of splitter blades, possibly
variable pitch of the profiles, etc . . . ) To illustrate the interest and the impact of the
algorithm, two parametric studies on turbomachines cascade are presented: Planes cas-
cade made up of a rotor and a stator (at the mean radius of an axial fan). Circular
cascade made up of impeller and a volute (peripheral cascade of a centrifugal pump).
@DOI: 10.1115/1.1399286#

Introduction
The unsteady phenomena in turbomachines break down into a

series of specific problems@1# which we can summarize as fol-
lows:

• Those related to the aerodynamic effort on the blade: their
origin is in the geometrical irregularities of each blade of the same
wheel and in the fluctuations of direction and module of the ab-
solute velocity at the upstream, which is a phenomenon caused by
the turbulence@2#.

• Those related to the rotor-stator interaction: for a complete
stage made up of mobile cascade and a fixed cascade, it is the
interaction rotor-stator which can become dominant@3–5#. In the
case of a complex blading, the period of the unsteady phenomena
corresponds to a full rotation of wheel.

The work of the present paper is a continuation of work already
published@6,7# which dealt with the application of the singularity
method to the prediction of the steady and unsteady flows in tur-
bomachines. This method is very well adapted to the resolution of
the potential flow by synthesizing them as being the superposition
of several elementary flows whose solution is known analytically.
However, the complexity of current turbomachine cascades, vary-
ing from the simple isolate cascade to the case of fixed and mobile
multi-cascades, requires more general algorithmic developments
taking account of these complex geometries.

When the viscous effects are not very significant~it is the case
of the applications presented in Part II!, this method restores sat-
isfactory results. In the contrary case a coupling with a model
taking into account the effect of boundary layer is necessary.

1 General Algorithm

1.1 Complex Conjugate Velocity Expression for a Rotor-
Stator Configuration. The axial stage, shown in Fig. 1, is
formed by 4 main rotor blades with 4 splitter blades and 7 blades
for the stator. The pitchest1 , t2 , andt3 can be different for each

cascade (t1Þt2Þt3) and also can have variation for the same
cascade. For the suggested configuration, the conjugate velocity
expressionC8, induced by the presence of the vorticesG j distrib-
uted onZ blades in a pointM of affix z, is obtained by the sum-
mation, according to axis Oy, of all the singularities. These ones
are laid out at surface of the profiles of cascade number 1, of the
profiles of cascade number 2, then of those of cascade number 3.
In the relation~1!, the subscripts represent the number of the blade
and the superscripts correspond to the cascade:

C85
i

2p
@ I 1

1G1
11I 2

1G2
11I 3

1G3
11I 4

1G4
1#1

i

2p
@ I 1

2G1
21I 2

2G2
21I 3

2G3
2

1I 4
2G4

2#1
i

2p
@ I 1

3G1
31I 2

3G2
31I 3

3G3
31 . . . 1I 7

3G7
3# (1)

In a compact form it is:

C85
i

2p (
s51

3 S (
m51

Zs

I m
s Gm

s D (2)

wheres is an indication of cascades number~here 3 cascades! and
m is that of the summation on the number of blades constituting
each cascade. For an infinite plane cascade, the summation is done
from y→2` to y→1`. The termsI m

s become, for example for
the first cascade:

I 1
15 (

n52`

n51`
1

~z2z1
11 inh!

I 2
15 (

n52`

n51`
1

~z2z2
11 inh!

(3)
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whereh is a pitch corresponding to one round. Let us develop the
first term of the system~3!

I 1
15 (

n52`

n51`
1

~z2z1
11 inh!

5 (
n52`

n51`
p

h

p

h
~z2z1

11 inh!1 inp

As this summation represents the development in series of the
hyperbolic cotangent, we then obtain the final expression:

I 1
15

p

h
cothS p

h
~z2z1

1! D (4)

By adopting the same development for the other three terms, we
obtain the following expressions:
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1.2 Generalization of the Method. Let us now suppose

that thep cascades are made up ofZs blades each one~Zs is
unspecified!. The expression~2! becomes in this case:

C85
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with for example:

I m
s 5
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h
cothS p

h
~z2zm,1

s ! D (6)

wherezm,1
s is the position of vortex 1 of themth blade of thesth

cascade. Letks be the number of vortices distributed by blade.
This number is the same for all the blades of the same cascade but
can vary from one cascade to another. The expression~5! can be
easily generalized and becomes:
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with:
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Note: The expression~7! represents the velocity induced by the
j th vortex of themth blade of thesth cascade in a pointM of affix
z. It can take into account the effect of an aperiodic geometry
~variable blade pitch!.

1.3 Velocity Expression. The velocity CW , in any point of
the plane, will be defined from the principle of superposition by
the following system~9!:

CW 5Uu5Ca1Re~C8!

v5Ca•tgam2Im~C8!
(9)

in which Re(C8) and Im(C8), respectively, represent the real and
imaginary parts of the conjugate velocityC8 generated by the
vortices sheet attached to each profile.

We introduce the following change of variables:
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along with the following relationship~11!:
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Then the expression~9! becomes:
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Fig. 1 Position of the singularities
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and can be written in the following final form~12!:

(12)

In the system above the second member can be described as:

• the first term~A! represents the upstream flow.
• the second term~B! represents the influence of the

(s51
p @Zsks# vortices laid out at surface of thep cascades. In these

terms, thefx and fy are the influence functions representing the
effect of the various singularities.

• the last term~C! can be used on the surface of the profile and
corresponds to the influence of the vortex on itself, wherek51 on
the surface of the profiles andk50 everywhere else. Within the
framework of our classification~Fig. 2!, the sign1 will be re-
served for the suction side and the sign2 for the pressure side.

1–4 Boundary Conditions. The intensity of the vortices sheet
must comply with a certain number of boundary conditions cor-
responding to the physical reality of the flow.

The Zero Normal Velocity Condition.It is the kinematic con-
dition corresponding to the slip of the fluid on the surface of the
profiles ~Fig. 3!:

In absolute motion for a fixed cascade and,
In relative motion for a mobile cascade having a peripheral

velocity U. This condition can usually be specified with the fol-
lowing equation:

tgd~x,y!5
v~x,y!2lU

u~x,y!
(13)

with l51 for a mobile cascade andl50 for a fixed cascade.ks

points of control are defined on the surface of each profile allow-
ing to solve the linear system whereGm

s are the unknowns.
By substituting theu and v expressions of Eq.~12! into Eq.

~13! and after development, we obtain:
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Hence the compact form:
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Note
The second member in Eq.~17! can take into account any un-
steadiness form of the flow. In fact, the unsteady phenomena cor-
responding to the internal or external flows, result mainly from:

• Disturbances of the upstream flow~incidenceam , velocity
modulusCa! comparable to certain aspects of the turbulence or
wake at the upstream of the studied profile.

• Fluctuations of stagger angle, related to the interaction fluid-
structure~aeroelasticity! where the profile deformation and the
corresponding force variation are both present.

• Geometrical defects of different blades~pitch, stagger angle,
camber!

• Variations of the machine rotational speed which can be ex-
pressed as variation of the peripheral velocityU

• The rotor-stator interaction.

Thus, we put the second member in a general form depending on
time:

Bi~x,y,t !52lU~ t !1Ca~x,y,t !@ tgam~x,yt!2tgdm,i
s ~x,y,t !#

(18)

Kutta Condition
In steady, as in unsteady flow, the system above is undeter-

mined. Then taking into account of the Kutta condition is neces-
sary to arrive at a unique solution.

In steady flow, the pressure side and suction side velocity
moduli are equal in the vicinity of the trailing edge~Fig. 4!.

In unsteady flow, the difference between the moduli of these
velocities is equal to the intensity of the vortex shed at the trailing

Fig. 2 Discretization of the profile

Fig. 3 Parameters of discretization

Fig. 4 Kutta condition
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edge. This later has sign opposite to the variation of the circula-
tion developing between two consecutive moments. The influence
of the vortex shedding was quantified@6#. We show that its influ-
ence is weak in the case of the pumps@8#. We do not take into
account the influence of the vortex shedding, therefore the un-
steady problem is considered as sequence of instantneous steady
flow calculations.

Then (s51
p @Zs# additional equations respecting the Kutta con-

dition are added to the linear system Eq.~17!. Once all the vorti-
ces are known, we calculate the velocity field from Eq.~12! and
thereafter the pressure field obtained by conservation of the roth-
alpie (I 5p/r1W2/22U2/25constant). In the case of a rotor-
stator stage the calculation of the pressure in the stator requires
the determination of the streamline. A qualitative approximation
making it possible to avoid the definition of these streamline is
explained in Part II.

1.5 Numerical Accuracy. When the numerical develop-
ment is treated suitably the method presented here is precise, it
merges with an analytical solution. A substantial work on these
numerical aspects is detailed in reference@7#.

2 Application of the Method to the Aeroacoustic of
Axial Fans

2.1 Rotor-Stator Interaction. In order to validate this
method, we applied it to the case of an axial machine to determine
the velocity and pressure fields within the grid. This application
concerns a fan strongly charged and composed of a mobile cas-
cade and stator~N63RS!. The geometry of this machine will be
described in Part II. The rotor-stator interaction was the subject of
several studies@9,10#. This interaction is expressed by the poten-
tial effect resulting from the variation of circulation associated
with the relative motion between the fixed and mobile cascades or,
in other words, with the variation of the axial distance separating
the rotor and stator blade (dRS).

Figure 5 shows the evolution of this interaction in the complete
stage versus the axial distancedRS. We notice that this interaction

is variable from one profile to another and is maximum when the
rotor blades are faced to the stator ones. It should be noted that the
computational time for such calculation~a position of the rotor/
stator stage! on a fast PC lies between 10–15 minutes for all the
singularities of 200 vortices/blade.

Figure 6~a! shows, for configuration 2, the relative velocity dis-
tribution on the surface of the 4 rotor blades. Here, only the flow
distribution close to the trailing edge is affected by the interaction.
This phenomenon causes a fluctuation of the force exerted on the
blade. This fluctuation is able to constitute a first model to study
the aeroelasiticity phenomena@11#. Figure 6~b! represents, under
the same conditions, the absolute velocity evolution on the surface
of the 7 stator blades. We observe that the interaction involves
only the vicinity of the leading edge of the blades.

2.2 Study of Asymmetric Configurations. The developed
method can also take into account nonequal pitches for the same
cascade. To validate this step, we calculated the pressure fluctua-
tions downstream of the isolated rotor of the previous machine.
Three configurations of the rotor cascade were studied:

Case A: The rotor consists of spaced blades of an equal pitch.
The near field pressure fluctuations (Xav520 mm) are calcu-
lated. The fast Fourier transform of these fluctuations are charac-
terized~Fig. 7!, in a dominant way, by a spectrum of lines corre-
sponding to the frequency of the blades passage~133 Hz and
multiples!.

Case B: In certain cases in order to obtain low acoustic level,
the spacing between the blades is made uneven@12#. The pressure
spectrum downstream of the rotor is characterized by only one

Fig. 5 Absolute velocity field C ÕC1 calculated in the stage

Fig. 6 „a… Relative velocity field on the surface of the 4 rotor
blades. „b… Absolute velocity field on the surface of the 7 stator
blades.
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peak corresponding to the rotational speed as shown in Fig. 8. In
the same figure, the theoretical pressure spectrum corresponding
to case A~periodic geometry! is reported. The characteristic pe-
riod of the signal corresponds then to one rotation.

Case C:The geometrical machine defects caused by a lack of
precision in the blade manufacturing~blade stagger angle, pitch of
the profiles etc.! are also the origin of a broadband noise. The
effect of manufacturing deviations is added to the upstream flow
perturbations in more or less important proportions~Fig. 9!.

3 Application on the Impeller Volute Tongue
Interaction

We applied this theoretical approach to a peripheral cascade of
a centrifugal impeller. The geometry of this machine will be de-
scribed in Part II. Calculation with annular cascade is facilitated
using the transition to the axial cascade by means of a conformal
mapping@13# as shown in Fig. 10. The vortex distribution retained
for this calculation corresponds to 200 vortices per blade. We
obtain a linear system of order 120031200 which is resolved
within 5 minutes on a fast PC. During this study, our attention was
given, in priority, to the influence of the operating conditions and
the constructive parameters on the amplitude of the unsteady phe-
nomena. This theoretical study reveals interesting results concern-
ing the impeller-volute interaction.

3.1 Influence of the Flow Rate. At the nominal flow rate,
we observe a strong angular asymmetry of the flow pointing out
two distinct zones A and B:

Zone A: strongly unsteady flow zone near the volute tongue.
Zone B: quasi-steady zone far away from the volute tongue

where the rotor-stator interaction phenomena are reduced.
For an upstream pressure of 1 absolute bar and a rotational speed
of 900 rpm, we present, in Fig. 11, the blade to blade pressure
field in the impeller for 4 values of the flow rate.

This theoretical model clearly shows the interaction impeller-
volute tongue. The kinematics of the flow is different from a chan-
nel to the other. The channel close to the volute tongue presents a
very important acceleration of the relative speed. This aspect re-
sults in:

• a strong depression in particular in the throat and above the
nominal flow rate~white color,qv/qvn51.2, Fig. 11!.

• the description of the recirculation phenomena~Fig. 12! in
particular at partial flow rate even if the viscous effects are not
taken into account.

3.2 Influence of the Distance Impeller-Volute Tongue. Al-
ways at the nominal flow rate, the distance impeller-volute tongue
strongly attenuates this dissymmetry@14#. Figure 13 shows the
influence of this radial distance on the blade to blade pressure
field ~nominal value dRS525 mm and doubled valuedRS
550 mm! by increasing the radius of the volute tongueR3 .

Fig. 7 Geometry with equal pitch „case A …

Fig. 8 Strongly aperiodic geometry „case B …

Fig. 9 Pitch deviation lower than 1 percent „case C …

Fig. 10 Conformal mapping of a general cascade to a plane
one
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Conclusion
The method presented in this paper, fast and widely applicable,

permits the determination of the blade to blade flow in the turbo-
machine rotating cascades with incompressible fluid. Based on the
vortices distribution, it allows showing the main physical phe-
nomena of the potential flow, notably the interaction between
fixed and mobile cascades. The flexibility of the method permits
the analysis of various configurations of cascades: presence or not
of splitter blades, uneven pitch between blades, variation of the
meridional channel in circular cascade, and other parameters.

Two parametric studies, on cascades of real machines presented
in Part II, supplement the theoretical method. The first one relates
to a rotor-stator cascade at the average radius of an axial fan. The
second one concerns the interaction impeller-volute tongue of the
peripheral grid of a centrifugal impeller.

In addition to the facility of use of the method, its power effec-
tively restores certain physical phenomena met in compression
machines. Qualitative and quantitative comparisons will be de-
tailed in Part II.

Nomenclature

Ai j 5 matrix of the linear system@m21#
Bi 5 second member of the linear system@mÕs#
C8 5 conjugate velocity@mÕs#
C 5 absolute velocity@mÕs#

Ca 5 absolute axial velocity@mÕs#
Cu 5 absolute tangential velocity@mÕs#

dRS 5 axial rotor-stator distance or radial impeller-volute
tongue distance@m#

h 5 one round@m#
I 5 rothalpy @m2Õs2#
i 5 imaginary unit in space,i 2521

Lp 5 sound pressure levelLp520 log(p/2.1025) @dB#
M (z) 5 point of the complex plane@m#

N 5 rotational speed@rpm #
p1 5 upstream static pressure@Pa#
qv 5 flow rate @m3Õh#

t 5 cascade Pitch@m#
U 5 peripheral velocity@mÕs#
W 5 relative velocity@mÕs#

W1 5 upstream relative velocity@mÕs#
Xav 5 downstream distance between source and microphone

@m#
z 5 affix of a point,x1 iy @m#
Z 5 cascade profile number

am 5 upstream average flow direction@°#
d 5 angle between the segment carrying a vortex and the

Ox axis
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On a General Method of Unsteady
Potential Calculation Applied to
the Compression Stages of a
Turbomachine—Part II:
Experimental Comparison
Several applications were carried out in order to validate the method presented in Part I.
In Part II, two examples of these applications are presented; one relating to the aeroa-
coustics of the axial fans and the other one to the interaction impeller-volute tongue in a
centrifugal pump. The test benches used to study the behavior of these machines are
presented. The study of the fan was capable of quantifying the discrete noise associated
with the fluctuations in pressure linked to the potential flow. The analysis of the centrifu-
gal pump permitted comparing the theoretical pressure fluctuations with experimental
ones measured by various unsteady pressure sensors placed on the impeller shroud and in
the volute. The qualitative and quantitative results obtained confirm the interest and the
range of the developed algorithm.@DOI: 10.1115/1.1399287#

Introduction
The unsteadiness of the internal flows is at the origin of certain

physical phenomena observed in the turbomachines such as aero-
dynamic noise, unsteady cavitation, and pressure fluctuations. A
significant share of the unsteadiness is related to the interaction
rotor-stator@1#. The theoretical and experimental control of these
aspects is very important in the design and the optimization of
these machines.

Several studies on this issue have already been carried out. Two
methods were developed: the first one is based on solving the
Navier-Stokes equations@2,3#. The second one relies on the sin-
gularity method@4#, presented in Part I, which allows the calcu-
lation of the two-dimensional unsteady flow in the blade cascade.
We present in Part II the validation of this approach by applying it
to two axial fans and a centrifugal pump tested in the laboratory.

1 Aeroacoustics Behavior of Axial Fans
In accordance with the European standard ISO 5801@5# de-

scribing the rules for performance testing of ducted free inlet and
fully ducted fans, a circuit standardized with a 350 mm diameter
was installed at ENSAM, Paris~Fig. 1!. It was equipped with
aerodynamic devices of high precision, including three numerical
micromanometers, which are coupled to a system of automatic
acquisition and give quick access to the various pressures. A
double Pitot tube of Furness type permits to measure the flow rate
with 1 percent accuracy. The control of the flow rate of the fan is
obtained by using an orifice plate with various diameters.

On the acoustic side, the test bench was equipped with 3 mi-
crophonic probes 1/2 in. G.R.A.S with antivent cone and pream-
plifiers ICP. These microphones are calibrated at each test. The
various data are collected and analyzed using a card with format
PC ISA supporting a DSP 32 bits in floating point with a resolu-
tion of 3201 pts and 4 entries of signal real time.

This set of automatic acquisition and elaboration of the acoustic
data allows carrying out the measurements in conformity with the

standard ISO 5136@6# relating to the determination of the acoustic
power radiated by fans in duct. The different physical parameters
were determined by a method including the averaging of sufficient
number of readings at each test point, which achieves a result with
an uncertainty on noise level not exceeding 4 percent.

1.1 Rotor-Stator Interaction in an Axial Compression
Stage. The stage is composed~Fig. 2! of a mobile cascade and a
stator, which are made with NACA 65 profiles. It is designed for
the following operating point~machine N 63 RS!:

qv51060 m3/h, Dp5150 Pa, N52000 rmp

This relates to a fan strongly charged, which is equipped with
profiles with strong camber. The geometrical characteristics of the
mobile and fixed cascades, at the average radius of the machine,
are shown in Table 1. The rotor-stator interaction was the subject
of several studies@7#. In this specific case, the interaction is ex-
pressed by the potential effect resulting from the variation of cir-
culation associated with the relative motion between the fixed and
mobile cascade. Figure 3 shows the evolution of this interaction in
the complete stage versus the axial distancedRS. We notice that
this interaction is variable from one profile to another and is maxi-
mum when the rotor blades are faced to the stator ones.

The importance of the interaction is underlined qualitatively by
a comparison of the global noise emitted by the machine versus
the flow rate~Fig. 3!. We note that the level of acoustic pressure
varies according to the axial distance rotor-stator,dRS, and that
when this distance is minimum, the interaction is very significant
and gives origin to higher acoustic noise.

In order to validate the results obtained by the calculations
based on the developed method, experimental measurements were
carried out. The experimental spectrum of the effective near field
pressure downstream of the stage was obtained with a microphone
placed at the average radius of the stage fordRS523 mm and
Xav520 mm~gap between the trailing edge and position sensor!
and is shown in Fig. 4. The theoretical spectrum was calculated
from pressure fluctuations associated with the potential flow and
is given in Fig. 5. The comparison of the theoretical amplitude of
the discrete frequencies corresponding to the blades passage with
corresponding experimental data is satisfactory.
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1.2 Engine Cooling Fan. For a very different machine~the
engine cooling axial fan VB shown in Fig. 6!, the method of
analysis also permitted calculating in a quantitative way the am-
plitudes of the pressure fluctuations. Measurement and calculation
at 20 mm downstream of the rotor@8#, at the average radius, are
compared in Fig. 7.

The experimental acoustic spectrum consists of a discrete noise
and broadband component mainly due to the turbulence. Calcula-
tion presented in Part I does not take into account this phenom-
enon; consequently, the theoretical signal contains only the dis-

Fig. 2 Fan N 63 RS

Fig. 3 Global noise measured at 1.2 m downstream of the
stage for various axial distances rotor-stator-Machine N63RS at
1600 rpm

Fig. 5 Spectral analysis: potential calculation-Machine N63RS

Fig. 6 Fan VB

Table 1 Data relating to the stage

Fig. 1 Aeroacoustic test bench of the centrifugal fan

Fig. 4 Spectral analysis: experimental data-Machine N63RS
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crete spectrum. The comparison of the two spectrums shows good
agreements for the first three harmonics. For the others, the com-
parison is unsuited because of the predominance of the turbulence.

2 Impeller-Volute Tongue Interaction in Centrifugal
Pump

2.1 Pump Geometry. Test Rig. To validate the unsteady
flow prediction code presented in Part I and to illustrate the influ-
ence of the inviscid phenomena on the pressure fluctuations gen-
erated by the rotor-stator interaction, we present in this paragraph
an experimental study undertaken on a centrifugal pump. The
pump, formed by an open impeller and a volute~Fig. 8!, is de-
signed for the following nominal point:N5900 rpm, Hn
520 m, qv5340 m3/h.

The principal constructive parameters are shown in Table 2.
Hydraulic layouts of the impeller and the volute were obtained
with the computer code HELIOX for design and performance
analysis of centrifugal pumps@9#.

Experiments were conducted on this pump using the LEMFI
pump test rig composed of the following main elements~Fig. 9!:

Two storage tanks with capacity of 4 m3 each, connected by a
pipe of 350 mm in diameter. They can be loaded and emptied by
means of two electrical control valves.

A liquid ring vacuum pump which regulates the pressure on the
free surface inside the storage tanks.

A 45 kW ABB electric motor controlled by a variable frequency
drive.

A motoried control valve which serves to control the pump flow
rate in a precise manner.

Various measurement instruments and devices:

Electromagnetic flowmeter KROHNE~accuracy 1 percent!,
placed at the pump outlet.

Manometers using piezoresistive sensors~accuracy 1 percent!,

2.2 Position of the Pressure Sensors.On the centrifugal
pump, equipped with a transparent front casing wall, 15 dynamic
pressure sensors KISTLER brand 601A type were mounted~Fig.
10!. Their specifications are: range 0–250 bar, natural frequency
.150 kHz.

On the Front Casing Wall. Two sets of positions were used
for the sensors mounted on the front casing wall. Theu parameter
was used to indicate the angle between the volute tongue and the
sensors position or the trailing edge of each blade.

Fig. 7 Comparison theory-experiment

Fig. 9 General diagram of the pump test rig of LEMFI

Fig. 8 Centrifugal pump equipped with its volute

Table 2 Principal geometrical parameters of the pump

Fig. 10 Position of the dynamic pressure sensors
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~a! Position setc1: Five sensors were located along a curve
close to the mean line of one impeller blade with trailing
edge close to volute tongue. The sensor No. 5 is located as
near as possible to the blade trailing edge and close to
volute tongue.

~b! Position setc2: Five sensors were located at 150 deg apart
from position setc1-sensors in a zone where the unsteady
effects, generated by the proximity of the tongue, are mini-
mized.

On the Volute Channel. Position Setc3. Five sensors were
mounted at the volute channel front surface according to the an-
gular positions given in Fig. 10.

The variations of the blade to blade pressure, as well as the
pressure fluctuations in the volute, were measured by these sen-
sors and amplified then treated with a spectrum analyzer~Lecroy
930A!. All the signals were identified and stored in a computer for
further analysis.

2.3 Asymmetry of the Flow in the Impeller. In the theo-
retical model the asymmetry of the flowrates among impeller
channels is accompanied locally with a cavitation pocket compa-
rable, in amplitude and position, to that one actually observed and
photographed under the same conditions of flow rate and rota-
tional speed~Fig. 11!.

In the zone A close to the volute tongue, the blade to blade
pressure field has a higher amplitude than in the quasi-steady zone
B ~150 deg a part!. The experimental results obtained from the
sensors situated at positionc1 andc2, compared each other, con-
firm this tendency, as shown in Fig. 12 which presents the pres-
sure fluctuations for sensors 2, 3, 4, and 5 at positionc1 andc2.

2.4 Comparison of the Pressure Fluctuations. The mea-
surements of pressure were carried out in cavitating and normal
regime for several rotational speeds and various flow rates. From
this extensive base of experimental data~600 measurement!, we
present the comparison of the theoretical and experimental pres-

sures~Fig. 13 and Fig. 14! at the nominal flow rate and 900 rpm
for the 5 pressure sensors of the positionsc1 andc2. The theo-
retical and experimental signals are periodic. In one impeller ro-
tation, we observe five signals, identical for the theoretical ones
and slightly different in the experimental case, showing the par-
ticular behavior of each of the five blades.

The quality of the comparisons is globally very satisfactory
except for the sensors No. 1 and No. 2 located close to the entry of
the impeller where we can see a difference in the amplitude. At

Fig. 11 Photograph of cavitation pocket „dRSÄ25 mm, qv Õqn
Ä1, NÄ900 rpm, NPSHÄ6 m…

Fig. 13 Theoretical „a… and experimental „b… signals of pres-
sure sensors 1 to 5 of c1 „qv ÕqvnÄ1, NÄ900 rpm, NPSHÄ9 m…

Fig. 12 Comparison of the experimental pressure fluctuations
in the blade to blade channels in the zones close and far from
the volute tongue „qv ÕqnÄ1, NÄ900 rpm, NPSHÄ9 m…
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these positions, the meridional channel cannot be assumed as
monodimensionnal and the curvature of the vane is important. In
sensor 5 ofc1 the experimental results show an important peak
corresponding to the minimum pressure on the suction side. We
also find the same peak but less pronounced in the theoretical
results. The rest of the signal presents a good agreement.

2.5 Pressure Fluctuations in the Volute. The time depen-
dent pressure at any point downstream of the impeller is calcu-
lated, in potential flow, by the following relation wherex is the
index of the point considered. We are interested here in the control
points located on the volute, and more particularly, at the mea-
surement points onc3. The following relationships define the
pressure on a streamline.

(1)

t represents time andCx the absolute velocity in the volute.
We assume that the total pressure~B term! at the inlet of the

pump is steady. The pressure fluctuations at the pointx are asso-
ciated with the local dynamic pressure fluctuations~C term! and
the pressure fluctuations~D term! generated by the impeller. By
comparing the relative importance of theC term and theD term of
right side of Eq.~1!, it appears that the pressure fluctuations de-
pend primarily on the tangential velocity fluctuations~D! associ-
ated with the passage of the blades~Fig. 15!.

Thus, we retain only the termD related withCu(t) as signifi-
cant value ofpx(t). To calculate the pressurepX(t) it is necessary
to define the streamlines. However, we can qualitatively approxi-
mate this calculation by using the value Cu2(t) obtained at the
intersection between a radial line passing throughx and the border
defined in Fig. 10. A comparison of the measured and calculated
pressure fluctuations is presented in Fig. 16 in the form of FFT for
sensor No. 1 of the volute~positionc3!.

A difference in amplitude between the theoretical and experi-
mental signals is observed. This difference is related to the ap-
proximation defined above and likely viscous effects i.e., pressure

loss not described by the potential flow model. The FFT of the
signals, on the other hand, highlights the harmonics related to the
passing of the blade.

Conclusion
The COSEIX software, based on the model presented in Part I,

enabled investigating three applications: An axial fan composed of
a rotor-stator stage, an engine fan and a centrifugal pump com-
posed of an impeller and a volute. The three studies highlighted
the qualitative and quantitative aspects of the unsteady phenom-
ena linked to the fixed and mobile cascade interaction. The quality
of the comparisons at nominal flow rate with the results obtained
from the associated experimental studies is generally satisfactory.

Fig. 16 Temporal signal and spectral analysis of the measured
and calculated pressure fluctuations in the point 1 of the volute
and c3 „qv ÕqnÄ1, NÄ900 rpm, NPSHÄ9 m…

Fig. 14 Theoretical „a… and experimental „b… signals of pres-
sure sensors 1 to 5 of c2 „qv ÕqvnÄ1, NÄ900 rpm, NPSHÄ9 m…

Fig. 15 Theoretical comparison of the local dynamic pressure
fluctuations and those generated by the blade passage „qv Õqn
Ä1, NÄ900 rpm, NPSHÄ9 m…
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The study of the fans was capable to quantify the discrete noise
associated with the fluctuations in pressure linked to the potential
flow.

The analysis of the centrifugal pump permitted comparing the
theoretical pressure fluctuations with experimental ones measured
by various unsteady pressure sensors located on the casing front
wall in the volute. The instantaneous flow dissymmetry in the
impeller even at nominal flow rate was highlighted, with a good
agreement concerning the position of the cavitation pockets,
caused by the volute interaction.
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Comprehensive Approach to
Verification and Validation of CFD
Simulations—Part 1:
Methodology and Procedures
Part 1 of this two-part paper presents a comprehensive approach to verification and
validation methodology and procedures for CFD simulations from an already developed
CFD code applied without requiring availability of the source code for specified objec-
tives, geometry, conditions, and available benchmark information. Concepts, definitions,
and equations derived for simulation errors and uncertainties provide the overall math-
ematical framework. Verification is defined as a process for assessing simulation numeri-
cal uncertainty and, when conditions permit, estimating the sign and magnitude of the
numerical error itself and the uncertainty in that error estimate. The approach for esti-
mating errors and uncertainties includes (1) the option of treating the numerical error as
deterministic or stochastic, (2) the use of generalized Richardson extrapolation for J input
parameters, and (3) the concept of correction factors based on analytical benchmarks,
which provides a quantitative metric to determine proximity of the solutions to the
asymptotic range, accounts for the effects of higher-order terms, and are used for defining
and estimating errors and uncertainties. Validation is defined as a process for assessing
simulation modeling uncertainty by using benchmark experimental data and, when con-
ditions permit, estimating the sign and magnitude of the modeling error itself. The ap-
proach properly takes into account the uncertainties in both the simulation and experi-
mental data in assessing the level of validation. Interpretation of results of validation
efforts both where the numerical error is treated as deterministic and stochastic are
discussed. Part 2 provides an example for RANS simulations for a cargo/container ship
where issues with regard to practical application of the methodology and procedures and
interpretation of verification and validation results are discussed.
@DOI: 10.1115/1.1412235#

1 Introduction
Discussion and methodology for estimating errors and uncer-

tainties in computational fluid dynamics~CFD! simulations have
reached a certain level of maturity with recognition of importance
through editorial policies~Freitas@1#!, increased attention and re-
cent progress on common terminology~AIAA, @2#!, advocacy and
detailed methodology~Roache@3#!, and numerous case studies
~e.g.@4#!. Progress has been accelerated in response to the urgent
need for achieving consensus on concepts, definitions, and useful
methodology and procedures, as CFD is applied to increasingly
complex geometry and physics and integrated into the engineering
design process. Such consensus is required to realize the goals of
simulation-based design and other uses of CFD such as simulating
flows for which experiments are difficult~e.g., full-scale Reynolds
numbers, hypersonic flows, off-design conditions!. In spite of the
progress and urgency, the various viewpoints have not converged
and current approaches fall short of providing practical methodol-
ogy and procedures for estimating errors and uncertainties in CFD
simulations.

The present work provides a pragmatic approach for estimating
errors and uncertainties in CFD simulations. Previous work on
verification~Stern et al.@5#! is extended and put on a more rigor-
ous foundation and combined with subsequent work on validation
~Coleman and Stern@6#! thereby providing a comprehensive
framework for overall procedures and methodology. The philoso-

phy is strongly influenced by experimental fluid dynamics~EFD!
uncertainty analysis~Coleman and Steele@7#!, which has been
standardized. Hopefully, CFD verification and validation proce-
dures and methodology can reach a similar level of maturity and
user variability can reach similar low levels, as for EFD. The work
is part of a larger program~Rood @8#! for developing and imple-
menting a strategy for verification and validation of Reynolds-
averaged Navier-Stokes~RANS! ship hydrodynamics CFD codes.
The program includes complementary CFD and EFD towing-tank
investigations and considers errors and uncertainties in both the
simulations and the data in assessing the success of the verifica-
tion and validation efforts. The work also benefited from collabo-
ration with the 21st and 22nd International Towing Tank Resistance
Committees~ITTC @9,10#!. The procedures proposed in this paper
were adopted on an interim basis by the 22nd ITTC and also were
recommended and used at the recent Gothenburg 2000 Workshop
on CFD in Ship Hydrodynamics~Larsson et al.@11#!.

The focus is on verification and validation methodology and
procedures for CFD simulations with an already developed CFD
code applied without requiring availability of the source code for
specified objectives, geometry, conditions, and available bench-
mark information. The methodology and procedures were devel-
oped considering RANS CFD codes, but should be applicable to a
fairly broad range of codes such as boundary-element methods
and certain aspects of large-eddy and direct numerical simula-
tions. The present work differs in many respects from recent lit-
erature. The presentation is relatively succinct with intention for
use for practical applications~i.e., industrial CFD! for which nu-
merical errors and uncertainties cannot be considered negligible or
overlooked.
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The definitions of errors and uncertainties and verification and
validation that are used in any approach need to be clearly stated.
The present and Roache@3# definitions for errors and uncertainties
are consistent with those used for EFD. The AIAA@2# definitions
are from an information theory perspective and differ from those
used in EFD, but are not contradictory to the present definitions.
The present concepts and definitions for verification and valida-
tion are closely tied to the present definitions of errors and uncer-
tainties and equations derived for simulation errors and uncertain-
ties thereby providing the overall mathematical framework. The
Roache@3# and AIAA @2# definitions are broader, but not contra-
dictory to the present definitions. The present approach includes
both the situations~1! of estimating errors and the uncertainty of
those estimates and~2! of estimating uncertainties only. Richard-
son extrapolation~RE! is used for verification, which is not new;
however, the present generalizations forJ input parameters and
concept of correction factors based on analytical benchmarks,
which provides a quantitative metric to determine proximity of the
solutions to the asymptotic range, accounts for the effects of
higher-order terms, and are used for defining and estimating errors
and uncertainties constitute a new approach. The use of quantita-
tive estimates for errors and the use of uncertainties for those
estimates also constitute a new approach in verification and
validation.

Part 1 of this two-part paper presents the verification and vali-
dation methodology and procedures. In Section 2, the overall veri-
fication and validation methodology is presented by providing
concepts, definitions, and equations for the simulation numerical
and modeling errors and uncertainties. In Section 3, detailed veri-
fication procedures for estimation of various sub-components of
the simulation numerical error and uncertainty are given. In Sec-
tion 4, validation procedures are given including a discussion of
the interpretation of validation results and use of corrected simu-
lation results. Finally, conclusions are provided in Section 5. Part
2 provides an example for RANS simulations for a cargo/
container ship where issues with regard to practical application of
the methodology and procedures and interpretation of verification
and validation results are discussed~Wilson et al.@12#!. Present
papers are based on Stern et al.@13#, which is sometimes refer-
enced for additional details. However, presentation and expanded
discussions of verification procedures and implementation were
improved based on nearly two years experience with present ap-
proach, especially through ITTC community and Gothenburg
2000 Workshop on CFD in Ship Hydrodynamics.

2 Overall Verification and Validation Methodology
In Section 2.1, the overall verification and validation method-

ology is presented by providing key concepts, definitions, and
derivation of equations for the simulation error and uncertainty, as
sum and root-sum-square~RSS! of simulation numerical and
modeling errors and uncertainties, respectively. The verification
and validation equations are derived in Sections 2.2 and 2.3, re-
spectively, where subcomponents of the simulation numerical er-
ror are identified and an approach for assessing the simulation
modeling uncertainty is presented.

2.1 Concepts and Definitions. Accuracy indicates the
closeness of agreement between a simulation/experimental value
of a quantity and its true value. Errord is the difference between
a simulation value or an experimental value and the truth. Accu-
racy increases as error approaches zero. The true values of
simulation/experimental quantities are rarely known. Thus, errors
must be estimated. An uncertaintyU is an estimate of an error
such that the interval6U contains the true value ofd 95 times
out of 100. An uncertainty interval thus indicates the range of
likely magnitudes ofd but no information about its sign.

For simulations, under certain conditions, errors can be esti-
mated including both sign and magnitude~referred to as an error
estimated* !. Then, the uncertainty considered is that correspond-

ing to the error ind* . Whend* is estimated, it can be used to
obtain a corrected value of the variable of interest.

Sources of errors and uncertainties in results from simulations
can be divided into two distinct sources: modeling and numerical.
Modeling errors and uncertainties are due to assumptions and ap-
proximations in the mathematical representation of the physical
problem ~such as geometry, mathematical equation, coordinate
transformation, boundary conditions, turbulence models, etc.! and
incorporation of previous data~such as fluid properties! into the
model. Numerical errors and uncertainties are due to numerical
solution of the mathematical equations~such as discretization, ar-
tificial dissipation, incomplete iterative and grid convergence, lack
of conservation of mass, momentum, and energy, internal and ex-
ternal boundary noncontinuity, computer round-off, etc.!. The
present work assumes that all correlations among errors are zero,
which is doubtless not true in all cases, but the effects are assumed
negligible for the present analyses.

The simulation errordS is defined as the difference between a
simulation resultS and the truthT. In considering the develop-
ment and execution of a CFD code, it can be postulated thatdS is
comprised of the addition of modeling and numerical errors

dS5S2T5dSM1dSN (1)

Support for this postulation is provided by using the model value
M in definitions for modeling and numerical errors. The simula-
tion modeling errordSM5M2T is defined as the difference be-
tween the trueT and modelM values while the simulation numeri-
cal error dSN5S2M is defined as the difference between the
simulationSand modelM values. The simulationSand modelM
values are obtained by numerical and exact solutions of the con-
tinuous equations used to model the truth, respectively. Since ex-
act solution of nonlinear equations is seldom possible, approxima-
tions are used to replace the continuous modeled equations with
discrete ones that are solved algebraically with a CFD code to
yield the simulation valueS.

The uncertainty equation corresponding to error equation~1! is

US
25USM

2 1USN
2 (2)

whereUS is the uncertainty in the simulation andUSM andUSN
are the simulation modeling and numerical uncertainties.

For certain conditions, the numerical errordSN can be consid-
ered as

dSN5dSN* 1«SN (3)

wheredSN* is an estimate of the sign and magnitude ofdSN and
«SN is the error in that estimate~and is estimated as an uncertainty
since only a range bounding its magnitude and not its sign can be
estimated!. The corrected simulation valueSC is defined by

SC5S2dSN* (4)

with error equation

dSC
5SC2T5dSM1«SN (5)

The uncertainty equation corresponding to error equation~5! is

USC

2 5USM
2 1USCN

2 (6)

whereUSC
is the uncertainty in the corrected simulation andUSCN

is the uncertainty estimate for«SN.
Debate on verification and validation has included discussion

on whether errors such asdSN are deterministic or stochastic, and
thus how they should be treated in uncertainty analysis was un-
clear. In the ‘‘corrected’’ approach given by Eqs.~3!–~6!, a deter-
ministic estimatedSN* of dSN and consideration of the error«SN in
that estimate are used. The approach is analogous to that in EFD
when an asymmetric systematic uncertainty is ‘‘zero-centered’’ by
inclusion of a model for the systematic error in the data reduction
equation and then the uncertainty considered is that associated
with the model~Coleman and Steele@7#!. In the ‘‘uncorrected’’
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approach given by Eqs.~1!–~2!, any particulardSN is considered
as a single realization from some parent population ofdSN’s and
the uncertaintyUSN is interpreted accordingly in analogy to the
estimation of uncertainties in EFD~with a similar argument for
«SN andUSCN!. Oberkamp and Trucano@14# have criticized Cole-
man and Stern@6# for treating USN statistically; however, the
present approach is well justified both conceptually and math-
ematically for reasons just given.

The overall CFD verification and validation procedures can be
conveniently grouped in four consecutive steps. The first step is
preparation, which involves selection of the CFD code and speci-
fication of objectives, geometry, conditions, and available bench-
mark information. The objectives might be prediction of certain
variables at certain levels of validation~e.g., programmatic vali-
dation requirementsUreqd!. The variables can either be integral
~e.g., resistance! or point ~e.g., mean velocities and turbulent Rey-
nolds stresses! values and the programmatic validation require-
ments may be different for each variable. The second and third
steps are verification and validation, which are described in Sec-
tions 2.2 and 2.3. The fourth step is documentation, which is
detailed presentation of the CFD code~equations, initial and
boundary conditions, modeling, and numerical methods!, objec-
tives, geometry, conditions, verification, validation, and analysis.

2.2 Verification. Verification is defined as a process for as-
sessingsimulation numerical uncertaintyUSN and, when condi-
tions permit, estimating the sign and magnitudedSN* of the simu-
lation numerical error itself and the uncertainty in that error
estimate. For many CFD codes, the most important numerical
errors and uncertainties are due to use of iterative solution meth-
ods and specification of various input parameters such as spatial
and time step sizes and other parameters~e.g., artificial dissipa-
tion!. The errors and uncertainties are highly dependent on the
specific application~geometry and conditions!.

The errors due to specification of input parameters are decom-
posed into error contributions from iteration numberd I , grid size
dG , time stepdT , and other parametersdP , which gives the
following expressions for the simulation numerical error and un-
certainty

dSN5d I1dG1dT1dP5d I1(
j 51

J

d j (7)

USN
2 5UI

21UG
2 1UT

21UP
2 5UI

21(
j 51

J

U j
2 (8)

Similarly, error estimatesd* can be decomposed as

dSN* 5d I* 1(
j 51

J

d j* (9)

which gives the following expressions for the corrected simulation
and corrected simulation numerical uncertainty

SC5S2S d I* 1(
j 51

J

d j* D 5T1dSM1«SN (10)

USCN
2 5UI C

2 1(
j 51

J

U j C

2 (11)

Verification is based on equation~10!, which is put in the form

S5SC1S d I* 1(
j 51

J

d j* D (12)

Equation~12! expressesS as the corrected simulation valueSC
plus numerical errors.SC is also referred to as a numerical bench-

mark since it is equal, as shown by Eq.~10!, to the truth plus
simulation modeling error and presumable small error«SN in the
estimate of the numerical errordSN* .

2.3 Validation. Validation is defined as a process for assess-
ing simulation modeling uncertaintyUSM by using benchmark
experimental data and, when conditions permit, estimating the
sign and magnitude of the modeling errordSM itself. Thus, the
errors and uncertainties in the experimental data must be consid-
ered in addition to the numerical errors and uncertainties dis-
cussed in Section 3. Approaches to estimating experimental un-
certainties are presented and discussed by Coleman and Steele@7#.

The validation methodology of Coleman and Stern@6# which
properly takes into account the uncertainties in both the simula-
tion and the experimental data is discussed in this section for both
approaches of treating the numerical error as stochastic and as
deterministic.

The validation comparison is shown in Fig. 1. The experimen-
tally determinedr-value of the (Xi ,r i) data point isD and simu-
latedr-value isS. Recall from Eq.~1! that the simulation errordS
is the difference betweenSand the truthT. Similarly, the errordD
in the data is the difference betweenD and the truthT, so setting
the simulation and experimental truths equal results in

D2dD5S2dS (13)

The comparison errorE is defined as the difference ofD andS

E5D2S5dD2dS5dD2~dSMA1dSPD1dSN! (14)

with dSM decomposed into the sum ofdSPD, error from the use of
previousdata such as fluid properties, anddSMA, error frommod-
eling assumptions. ThusE is the resultant ofall the errors asso-
ciated both with the experimental data and with the simulation.
For the approach in which no estimatedSN* of the sign and mag-
nitude ofdSN is made, all of these errors are estimated with un-
certainties.

If ( Xi ,r i), andS share no common error sources, then the un-
certaintyUE in the comparison error can be expressed as

UE
25S ]E

]D D 2

UD
2 1S ]E

]SD 2

1US
25UD

2 1US
2 (15)

or

UE
25UD

2 1USMA
2 1USPD

2 1USN
2 (16)

Ideally, one would postulate that if the absolute value ofE is
less than its uncertaintyUE , then validation is achieved~i.e., E is
‘‘zero’’ considering the resolution imposed by the ‘‘noise level’’
UE!. In reality, there is no known approach that gives an estimate
of USMA, soUE cannot be estimated. That leaves a more stringent

Fig. 1 Definition of comparison error.
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validation test as the practical alternative. If the validation uncer-
tainty UV is defined as the combination of all uncertainties that we
know how to estimate~i.e., all butUSMA!, then

UV
25UE

22USMA
2 5UD

2 1USTE
2 (17)

whereUSTE
2 5USPD

2 1USN
2 is the total estimated simulation uncer-

tainty, as shown in Fig. 1.
If uEu is less than the validation uncertaintyUV , the combina-

tion of all the errors inD and S is smaller than the estimated
validation uncertainty and validation has been achieved at theUV
level. UV is the key metric in the validation process.UV is the
validation ‘‘noise level’’ imposed by the uncertainties inherent in
the data, the numerical solution, and the previous experimental
data used in the simulation model. It can be argued that one can-
not discriminate onceuEu is less than this; that is, as long asuEu is
less than this, one cannot evaluate the effectiveness of proposed
model ‘‘improvements.’’ On the other hand, ifuEu@UV one could
argue that probablyE'dSMA.

Oberkamp and Trucano@14# have criticized Coleman and Stern
@6# for fact thatUV excludesUSMA. As already acknowledged,
there is no known way for directly estimatingUSMA. However,
the present approach does provide a more stringent validation
metric UV which sets the level that validation can be achieved as
the root sum square of the experimentalUD and the total esti-
mated simulationUSTE uncertainties. Additionally, under certain
conditions, the simulation modeling errordSMA itself can be esti-
mated, as further discussed in Section 4. Consideration of Eq.~17!
shows that~1! the more uncertain the data~greaterUD! and/or~2!
the more inaccurate the code~greaterUSTE!, the easier it is to
validate a code, since the greater the uncertainties in the data and
code predictions, the greater the noise levelUV . Both Roache@3#
and Oberkamp and Trucano@14# have criticized Coleman and
Stern@6# for this fact. However, if the value ofUV is greater than
that designated as necessary in a research/design/development
program, the requiredlevel of validationcould not be achieved
without improvement in the quality of the data, the code, or both.
Also, if USN andUSPD are not estimated, butuEu is less thanUD ,
then a type of validation can be argued to have been achieved, but
clearly as shown by the present methodology, at an unknown
level.

If the ‘‘corrected’’ approach of Eqs.~3!–~6! is used, then the
equations, equivalent to Eqs.~14! and ~17! are

EC5D2SC5dD2~dSMA1dSPD1«SN! (18)

for the corrected comparison error and

UVC

2 5UEC

2 2USMA
2 5UD

2 5UD
2 1USCTE

2 (19)

for the corrected validation uncertainty whereUSCTE
2 5USPD

2

1USCN
2 is the total estimated corrected simulation uncertainty,

also shown in Fig. 1. Note thatSC andEC can be either larger or
smaller than their counterpartsS andE, but UEC

andUVC
should

be smaller thanUE and UV , respectively, sinceUSCN should be
smaller thanUSN.

If there is a programmatic validation requirement, there is an-
other uncertaintyUreqd that must be considered since validation is
required at that uncertainty level or below. Interpretation of the
meaning of the relative magnitudes ofE ~or EC!, Ureqd and UV
~or UVC

! and of the implications on the possibility of estimating
dSMA are discussed in Section 4. Additional discussion is provided
in Coleman and Stern@6# on: estimatingUSPD; estimatingUD for
the data point (Xi ,r i), including both the experimental uncer-
tainty in r i and the additional uncertainties inr i arising from the
experimental uncertainties in the measurements of the n indepen-
dent variables (Xj ) i in Xi ; and for validation of a CFD code,
multiple codes and/or models, and prediction of trends.

3 Verification Procedures
In Section 2, the simulation numerical error and uncertainty

were decomposed into contributions from iteration number, grid
size, time step, and other parameters in Eqs.~7! and ~8!. In this
section, detailed verification procedures are given for estimation
of these contributions through convergence studies~Section 3.1!.
Iterative ~Section 3.2! and parameter~Sections 3.3–3.5! conver-
gence studies are conducted using multiple solutions with system-
atic parameter refinement to estimate numerical errors and uncer-
tainties. Three convergence conditions are possible:~i! monotonic
convergence;~ii ! oscillatory convergence; and~iii ! divergence and
are described in Sections 3.3, 3.4, and 3.5, respectively. For con-
dition ~i!, as already mentioned, errors and uncertainties are esti-
mated using generalized RE. For condition~ii !, uncertainties are
estimated simply by attempting to bound error based on oscilla-
tion maximums and minimums. For condition~iii !, errors and un-
certainties cannot be estimated. As discussed below and later in
Section 5, there are many issues in estimating errors and uncer-
tainties for practical applications.

3.1 Convergence Studies. Iterative and parameter conver-
gence studies are conducted using multiple~m! solutions and sys-
tematic parameter refinement by varying thekth input parameter
Dxk while holding all other parameters constant. The present work
assumes input parameters can be expressed such that the finest
resolution corresponds to the limit of infinitely small parameter
values. Many common input parameters are of this form, e.g., grid
spacing, time step, and artificial dissipation. Additionally, a uni-
form parameter refinement ratior k5Dxk2

/Dxk1
5Dxk3

/Dxk2

5Dxkm
/Dxkm21

between solutions is assumed for presentation
purposes, but not required as discussed later.

Careful consideration should be given to selection of uniform
parameter refinement ratio. The most appropriate values for indus-
trial CFD are not yet fully established. Small values~i.e., very
close to one! are undesirable since solution changes will be small
and sensitivity to input parameter may be difficult to identify com-
pared to iterative errors. Large values alleviate this problem; how-
ever, they also may be undesirable since the finest step size may
be prohibitively small~i.e., require many steps! if the coarsest step
size is designed for sufficient resolution such that similar physics
are resolved for all m solutions. Also, similarly as for small val-
ues, solution changes for the finest step size may be difficult to
identify compared to iterative errors since iterative convergence is
more difficult for small step size. Another issue is that for param-
eter refinement ratio other thanr k52, interpolation to a common
location is required to compute solution changes, which intro-
duces interpolation errors. Roache@3# discusses methods for
evaluating interpolation errors. However, for industrial CFD,r k
52 may often be too large. A good alternative may ber k5&, as
it provides fairly large parameter refinement ratio and at least
enables prolongation of the coarse-parameter solution as an initial
guess for the fine-parameter solution.

Equation~12! is written for thekth parameter andmth solution
as

Skm
5SC1d I km

* 1dkm
* 1 (

j 51,j Þk

f

d j m
* (20)

Iterative convergence must be assessed andSkm
corrected for it-

erative errors prior to evaluation of parameter convergence since
the level of iterative convergence may not be the same for allm
solutions used in the parameter convergence studies. Equation
~20! shows that iterative errorsd I km

* must be accurately estimated

or negligible in comparison todkm
* for accurate convergence stud-

ies and that they should be considered within the context of con-
vergence studies for each input parameter. Methods for estimating
UI or d I* andUI C

are described in Section 3.2.2.

With d I km

* evaluated,Skm
is corrected for iterative errors as
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Ŝkm
5Skm

2d I km

* 5SC1dkm
* 1 (

j 51,j Þk

J

d j m
* (21)

Ŝkm
can be calculated for both integral~e.g., resistance coeffi-

cients! and point ~e.g., surface pressure, wall-shear stress, and
velocity! variables.Ŝkm

can be presented as an absolute quantity
~i.e., non-normalized! or normalized with the solution as a per-
centage change; however, if the solution value is small, a more
appropriate normalization may be the range of the solution.

Convergence studies require a minimum ofm53 solutions to
evaluate convergence with respect to input parameter. Note that
m52 is inadequate, as it only indicates sensitivity and not con-
vergence, and thatm.3 may be required. Consider the situation
for 3 solutions corresponding to fineŜkl

, mediumŜk2
, and coarse

Ŝk3
values for thekth input parameter. Solution changes« for

medium-fine and coarse-medium solutions and their ratioRk are
defined by

«k21
5Ŝk2

2Ŝk1

«k32
5Ŝk3

2Ŝk2
(22)

Rk5«k21
/«k32

Three convergence conditions are possible:

~ i ! Monotonic convergence: 0,Rk,1

~ i i ! Oscillatory convergence: Rk,01 (23)

~ i i i ! Divergence: Rk.1

For monotonic convergence~i!, generalized RE is used to esti-
mateUk or dk* and UkC

. Methods for estimating errors and un-
certainties for condition~i! are described in Section 3.3.

For oscillatory convergence~ii !, the solutions exhibit oscilla-
tions, which may be erroneously identified as condition~i! or ~iii !.
This is apparent if one considers evaluating convergence condi-
tion from three points on a sinusoidal curve~Coleman et al.@15#!.
Depending on where the three points fall on the curve, the condi-
tion could be incorrectly diagnosed as either monotonic conver-
gence or divergence. Methods discussed here for estimating un-
certaintiesUk for condition~ii ! require more thanm53 solutions
and are described in Section 3.4.

For divergence~iii !, the solutions diverge and errors and uncer-
tainties cannot be estimated. Additional remarks are given in Sec-
tion 3.5.

Determination of the convergence ratioRk for point variables
can be problematic since solution changes«k21

and«k32
can both

go to zero~e.g., in regions where the solution contains an inflec-
tion point!. In this case, the ratio becomes ill conditioned. How-
ever, the convergence ratio can be used in regions where the so-
lution changes are both non-zero~e.g., local solution maximums
or minimums!. Another approach is to use a global convergence
ratio Rk , which overcomes ill conditioning, based on the L2 norm
of the solution changes, i.e.,^Rk&5i«k21

i2 /i«k32
i2 . ^ & is used to

denote an averaged value andi«i25@( i 51
N « i

2#1/2 denotes the L2
norm of solution change over theN points in the region of inter-
est. Caution should be exercised when defining the convergence
ratio from the ratio of the L2 norm of solution changes because
the oscillatory condition (Rk,1) cannot be diagnosed since^Rk&
will always be greater than zero. Local values ofRk at solution
maximums or minimums should also be examined to confirm the
convergence condition based on an L2 norm definition. An alter-
nate approach suggested by Hoekstra et al.@16# is to transform the
spatial profile to wave number space and to perform a conver-

gence study on the amplitude distribution of the Fourier modes. In
principle, this approach would remove the problem of ill-
conditioning of the convergence ratio,Rk .

3.2 Iterative Convergence. The number of order magni-
tude drop and final level of solution residual~or residual imbal-
ance! can be used to determine stopping criteria for iterative so-
lution techniques. Iterative convergence to machine zero is
desirable, but for complex geometry and conditions it is often not
possible. Three or four orders of magnitude drop in solution re-
sidual to a level of 1024 is more likely for these cases. Methods
for estimation of iterative errors and uncertainties can be based on
graphical, as discussed below, or theoretical approaches and are
dependent on the type of iterative convergence:~a! oscillatory;~b!
convergent; or~c! mixed oscillatory/convergent.

For oscillatory iterative convergence~a!, the deviation of the
variable from its mean value provides estimates of the iterative
uncertainty based on the range of the maximumSU and minimum
SL values

UI5U12 ~SU2SL!U (24)

For convergent iterative convergence~b!, a curve-fit of an ex-
ponential function can be used to estimateUI or d I* and UI C

as
the difference between the value and the exponential function
from a curve fit for large iteration numberCF`

UI5uS2CF`u

d I km

* 5S2CF` ,UI C
50 (25)

For mixed convergent/oscillatory iterative convergence~c!, the
amplitude of the solution envelope decreases as the iteration num-
ber increases, the solution envelope is used to define the maxi-
mum SU and minimumSL values in the Ith iteration, and to esti-
mateUI or d I* andUI C

UI5U12 ~SU2SL!U
(26)

d I km

* 5S2
1

2
~SU2SL!,UI C

50

An increase in the amplitude of the solution envelope as the
iteration number increases indicates that the solution is divergent.

Estimates of the iterative error based on theoretical approaches
are presented in Ferziger and Peric@17# and involve estimation of
the principal eigenvalue of the iteration matrix. The approach is
relatively straightforward when the eigenvalue is real and the so-
lution is convergent. For cases in which the principal eigenvalue is
complex and the solution is oscillatory or mixed, the estimation is
not as straightforward and additional assumptions are required.

3.3 Monotonic Convergence: Generalized Richardson Ex-
trapolation. For monotonic convergence, i.e., condition~i! in
Eq. ~23!, generalized RE is used to estimateUk or dk* and UkC

.
RE is generalized forJ input parameters and concept of correction
factors based on analytical benchmarks is introduced. More de-
tailed derivations are provided by Stern et al.@13#.

As already mentioned, since Stern et al.@13# there has been
nearly two years experience with present approach, especially
through ITTC community and Gothenburg 2000 Workshop on
CFD in Ship Hydrodynamics. In particular, detailed verification
procedures have been the focus of attention~Eca and Hoekstra
@18#; Ebert and Gorski@19#!. After some background for general-
ized RE is given, two approaches for estimating errors and uncer-
tainties are presented and are based on~i! correction factors pro-
posed in the current paper and~ii ! factor of safety approach
proposed by Roache~1998!. Finally, a discussion of fundamental
and practical issues for verification is provided.

1As discussed in the text that follows, 0,Rk,1 andRk.1 may also occur for
the oscillatory condition.
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Background for Generalized RE.Generalized RE begins with
Eq. ~21!. The error terms on the right-hand side of Eq.~21! are of
known form ~i.e., power series expansion with integer powers of
Dxk! based on analysis of the modified and numerical error equa-
tions which is written below as a finite sum~i.e., error estimate!
and for thekth parameter andmth solution

dkm
* 5(

i 51

n

~Dxkm
!pk

~ i !
gk

~ i ! (27)

n5number of terms retained in the power series, powerspk
( i ) cor-

respond to order of accuracy~for the i th term!, and gk
( i ) are re-

ferred to as ‘‘grid’’ functions which are a function of various or-
ders and combinations of derivatives ofSwith respect toxk . It is
assumed that the power series in Eq.~27! is convergent~i.e., the
finite sum convergence to the infinite series value as more terms
are included!. Substituting Eq.~27! into Eq. ~21! results in

Ŝkm
5SC1(

i 51

n

~Dxkm
!pk

~ i !
gk

~ i !1 (
j 51,j Þk

J

d j m
* (28)

Subtraction of multiple solutions where input parameterDxk is
uniformly refined eliminates thed j m

* terms in Eq.~28! sinced j m
* is

independent ofDxk and provides equations forSC , pk
( i ) , andgk

( i ) .
This assumespk

( i ) and gk
( i ) are also independent ofDxk . Since

each term~i! contains 2 unknowns,m52n11 solutions are re-
quired to estimate the numerical benchmarkSC and the firstn
terms in the expansion in Eq.~28! ~i.e., for n51, m53 and for
n52, m55, etc!. The accuracy of the estimates depends on how
many terms are retained in Eq.~27!, the magnitude~importance!
of the higher-order terms, and the validity of the assumption that
pk

( i ) andgk
( i ) are independent ofDxk . For sufficiently smallDxk ,

the solutions are in the asymptotic range such that higher-order
terms are negligible and the assumption thatpk

( i ) andgk
( i ) are in-

dependent ofDxk is valid. However, achieving the asymptotic
range for practical geometry and conditions is usually not possible
andm.3 is undesirable from a resources point of view; therefore,
methods are needed to account for effects of higher-order terms
for practical application of RE. Additionally, methods may be
needed to account for possible dependence ofpk

( i ) and gk
( i ) on

Dxk , although not addressed herein. Usuallydk* is estimated for
the finest value of the input parameter, i.e.,dk* 5dk1

* corresponding
to the finest solutionSk1

.
With three solutions (m53), only the leading-order term of

Eq. ~27! can be estimated. Solution of the three equations forSC ,
pk

( i ) , and gk
( i ) yields estimates for the errordk1

* and order-of-
accuracypk

dk1
* 5dREk1

* 5
«k21

r k
pk21

(29)

pk5
ln~«k32

/«k21
!

ln~r k!
(30)

Solving for the first-order term is relatively easy since evaluation
of Eqs. ~29! and ~30! only requires that them53 solutions are
monotonically convergent, even if the solutions are far from the
asymptotic range and Eqs.~29! and ~30! are inaccurate. With so-
lutions from five systematically refined input parameters (m
55), more complicated expressions can be derived to estimate
the first two terms of the power series expansion. However, their
range of applicability is more restrictive since all five solutions
must be both monotonically convergentand sufficiently close to
the asymptotic range for the expressions to be used.

As previously mentioned, solutions from three values of input
parameter where the refinement ratio between the medium and
fine input parametersr k21

is not equal to that between coarse and

medium input parametersr k32
can be used to estimatedk1

* from
Eq. ~29!, provided that Eq.~30! for estimating order of accuracy is
modified as

pk5
ln~«k32

/«k21
!

ln~r k21
!

1
1

ln~r k21
!

@ ln~r k32

pk 21!2 ln~r k21

pk 21!#

(31)

For situations whenr k21
Þr k32

, Eq. ~31! is a transcendental equa-
tion implicitly defining pk and must be solved iteratively. Ifr k21

5r k32
, Eq. ~31! degenerates to Eq.~30!.

Estimating Errors and Uncertainties Using Generalized RE
With Correction Factors. Results from the numerical solution of
the one-dimensional~1D! wave and two-dimensional~2D!
Laplace equation analytical benchmarks show that Eq.~29! has
the correct form, but the order of accuracy is poorly estimated by
Eq. ~30! except in the asymptotic range. Analysis of the results
suggests the concept of correction factors, which provide a quan-
titative metric to determine proximity of the solutions to the
asymptotic range, account for the effects of higher-order terms,
and are used for defining and estimating errors and uncertainties.
Details are provided in Appendix A.

Multiplication of Eq.~29! by a correction factorCk provides an
estimate fordk1

* accounting for the effects of higher-order terms

dk1
* 5CkdREk1

* 5CkS «k21

r k
pk21D (32)

If solutions are in the asymptotic range, correction of Eq.~29! is
not required@i.e.,Ck51 so that Eqs.~29! and~32! are equivalent#.
For solutions outside the asymptotic range,Ck,1 or Ck.1 indi-
cates that the leading-order term over predicts~higher-order terms
net negative! or under predicts~higher-order terms net positive!
the error, respectively. The estimate given by Eq.~32! includes
both sign and magnitude and is used to estimateUk or dk* andUkC

depending on how close the solutions are to the asymptotic range
~i.e., how closeCk is to 1! and one’s confidence in Eq.~32!. There
are many reasons for lack of confidence, especially for complex
three-dimensional flows.

For Ck sufficiently less than or greater than 1 and lacking con-
fidence,Uk is estimated, but notdk* and Ukc

. Equation~32! is

used to estimate the uncertainty by bounding the errordk* by the
sum of the absolute value of the corrected estimate from RE and
the absolute value of the amount of the correction

Uk5uCkdREk1

* u1u~12Ck!dREk1

* u (33)

For Ck sufficiently close to 1 and having confidence,dk* and
Ukc

are estimated. Equation~32! is used to estimate the errordk* ,
which can then also be used in the calculation ofSc @in Eq. ~10!#.
The uncertainty in the error estimate is based on the amount of the
correction

UkC
5u~12Ck!dREk1

* u (34)

Note that in the limit of the asymptotic range,Ck51, dk* 5dk1
*

5dREk1

* , andUkC
50.

Two definitions for the correction factor were developed. The
first is based on solution of Eq.~32! for Ck with dREk1

* based on

Eq. ~29! but replacingpk with the improved estimatepkest

Ck5
r k

pk21

r
k

pkest21
(35)
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Similarly, the second is based on a two-term estimate of the power
series which is used to estimatedREk1

* where pk and qk are re-

placed withpkest
andqkest

Ck5
~«k23

/«k12
2r

k

qkest!~r k
pk21!

~r
k

pkest2r
k

qkest!~r
k

pkest21!
1

~«k23
/«k12

2r
k

pkest!~r k
pk21!

~r
k

pkest2r
k

qkest!~r
k

qkest21!

(36)

pkest
andqkest

are estimates for limiting orders of accuracy of the
first and second terms of the error expansion equation~27! as
spacing size goes to zero and the asymptotic range is reached.
Equation ~35! roughly accounts for the effects of higher-order
terms by replacingpk with pkest

thereby providing an improved
single-term estimate. Equation~36! more rigorously accounts for
higher-order terms since it is derived from the two-term estimate
with first and second term order of accuracypk

(1) andpk
(2) replaced

by pkest
andqkest

. Equation~36! simplifies to Eq.~35! in the limit
of the asymptotic range. Both correction factors only require so-
lutions for three parameter values. The estimated valuespkest

and
qkest

can be based either on the assumed theoretical order of ac-
curacypkth

andqkth
or solutions for simplified geometry and con-

ditions. In either case, preferably including the effects of grid
stretching.

In Appendix A, exact~A! and numerical~S! solutions are used
to compare the true simulation error (A2S) to ~i! an uncorrected
three-grid error estimate using Eq.~29! and ~ii ! corrected esti-
mates based on Eq.~32! with correction factor defined by Eq.~35!
or ~36!. Correction of error estimates with both definitions ofCk
results in improved error estimates. Also, uncertainty estimates
using Eq.~33! with correction factor defined by Eq.~35! or ~36!
are shown to bound the true simulation error (A2S), while un-
certainty estimates using Eq.~34! are shown to bound the differ-
ence between the corrected solution and the truth (Sc-T). Addi-
tional testing of expressions forCk given by Eqs.~35! and~36! is
needed and development of improved expressions within the pro-
posed general framework is certainly possible.

Estimating Uncertainties Using Generalized RE With Factors
of Safety. In Roache@3#, a GCI approach is proposed where a
standard three-grid error estimate from RE is multiplied by a fac-
tor of safetyFS to bound the simulation error

Uk5FSudREk1

* u (37)

Note that Eq.~37! with factor of safety differs significantly from
Eq. ~34!. HereinCk5Ck («,r k ,pk ,pkest

,qkest
), in contrast to Eq.

~37! whereCk is a constant referred to as a factor of safetyFS .
The exact value for factor of safety is somewhat ambiguous and
Roache@3# recommends 1.25 for careful grid studies and 3 for
cases in which only two grids are used.

Although not proposed in Roache@3#, the factor of safety ap-
proach can be used for situations where the solution is corrected
with an error estimate from RE. Equation~29! is used to estimate
dk* and the uncertainty in that error estimate is given by

UkC
5~FS21!udREk1

* u (38)

With this approach, a fixed percentage of a three-grid error
estimate~e.g., 25%dREk1

* for FS51.25! is used to define the un-

certainty of the error estimate regardless of how close solutions
are to the asymptotic range.

Discussion of Fundamental and Practical Issues.Fundamen-
tal and practical issues for verification are discussed in this sec-
tion. Fundamental issues include convergence of power series
equation~27!, assumptions thatpk

( i ) and gk
( i ) are independent of

Dxk , and estimatingpkest
. Solution of analytical benchmarks has

been used to address some of these fundamental issues while oth-
ers need further research. Although both correction factor and
factor of safety approaches were presented, the authors advocate
the use of former. Results from the numerical solution of analytic
benchmarks show that the factor of safety approach is overly con-
servative, especially when the solutions approach the asymptotic
range~Appendix A!. This is in contrast to the variable correction
factor approach proposed in Eqs.~33! and ~34!, where the uncer-
tainty in the error estimate correctly goes to zero as the asymptotic
range is approached becauseCk→1. Admittedly, others have rec-
ommended the factor of safety approach, e.g., Eca and Hoekstra
@18#, although examination of their results as with our own analy-
sis indicates that such estimates are overly conservative.

For practical applications, especially complex flows with rela-
tively coarse grids, solutions may be far from asymptotic range
such that some variables are convergent while others are oscilla-
tory or even divergent. Order of accuracy and therefore correction
factors and factors of safety may display large variability indicat-
ing the need for finer grids. Clearly, more than 3 grids are required
to estimate errors and uncertainties for such cases. Eca and Hoek-
stra@18# suggest a least-squares approach to estimate the error by
computing the three unknown parameters from RE when more
than three solutions are available. The behavior of the asymptotic
range was successfully demonstrated for simpler analytical bench-
marks in Appendix A. However, the existence and behavior of the
asymptotic range for practical problems has not been demon-
strated due to lack of sufficiently refined grids, number of solu-
tions to assess variability, and available resources, among other
issues. Another practical issue involves selecting and maintaining
appropriate parameter refinement ratio and resources for obtaining
solutions with sufficient parameter refinement as well as number
of solutions. Lastly, interpretation of results is an issue since, as
already mentioned, there is limited experience and no known
solutions for practical applications in the asymptotic range for
guidance.

The present verification procedures represent the most rational
approach presently known. However, alternative strategies for in-
cluding effects of higher-order terms may be just as viable, e.g.,
treatment of the power series exponents as known integers as
proposed by Oberkampf and investigated by Eca and Hoekstra
@18#. Once available, improved verification procedures can be eas-
ily incorporated into the present overall verification and validation
methodology. These issues are discussed further in Section 5 Con-
clusions and Recommendations and in Part 2~Wilson et al.@12#!.

3.4 Oscillatory Convergence. For oscillatory convergence,
i.e., condition~ii ! in Eq. ~23!, uncertainties can be estimated, but
not the signs and magnitudes of the errors. Uncertainties are esti-
mated based on determination of the upper (SU) and lower (SL)
bounds of solution oscillation, which requires more thanm53
solutions. The estimate of uncertainty is based on half the solution
range

Uk5
1

2
~SU2SL! (39)

3.5 Divergence. For divergence, i.e., condition~iii ! in Eq.
~23!, errors and or uncertainties can not be estimated. The prepa-
ration and verification steps must be reconsidered. Improvements
in iterative convergence, parameter specification~e.g., grid qual-
ity!, and/or CFD code may be required to achieve converging or
oscillatory conditions.

4 Validation Procedures
In Section 2, an approach for assessing the simulation modeling

uncertainty was presented where for successful validation, the
comparison error,E is less than the validation uncertainty,UV
given by Eqs.~17! and ~19! for uncorrected and corrected solu-
tions, respectively. In this section, validation procedures are pre-
sented through discussions in Section 4.1 on interpretation of
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validation results and in Section 4.2 on use of corrected simula-
tion results. As previously mentioned, Coleman and Stern@6# pro-
vide additional discussion on validation procedures.

4.1 Interpretation of the Results of a Validation Effort.
First, consider the approach in which the simulation numerical
error is taken to be stochastic and thus the uncertaintyUSN is
estimated. From a general perspective, if we consider the three
variablesUV , uEu, andU reqd there are six combinations~assuming
none of the three variables are equal!:

1. uEu,UV,Ureqd

2. uEu,Ureqd,UV

3. Ureqd,uEu,UV

4. UV,uEu,Ureqd

5. UV,Ureqd,uEu

6. Ureqd,UV,uEu (40)

In cases 1, 2, and 3,uEu,UV ; validation is achieved at theUV
level; and the comparison error is below the noise level, so at-
tempting to estimatedSMA is not feasible from an uncertainty
standpoint. In case 1, validation has been achieved at a level
below Ureqd , so validation is successful from a programmatic
standpoint.

In cases 4, 5, and 6,UV,uEu, so the comparison error is above
the noise level and using the sign and magnitude ofE to estimate
dSMA is feasible from an uncertainty standpoint. IfUV!uEu, then
E corresponds todSMA and the error from the modeling assump-
tions can be determined unambiguously. In case 4, validation is
successful at theuEu level from a programmatic standpoint.

Now consider the approach in which the simulation numerical
error is taken to be deterministic and thusdSN* and the uncertainty
UVC

are estimated. A similar set of comparisons as those in Eq.
~40! can be constructed usinguECu, UVC

, and Ureqd . SinceEC

can be larger or smaller thanE, but UVC
should always be less

thanUV , the results for a given corrected case are not necessarily
analogous to those for the corresponding uncorrected case. That
is, a variable can be validated in the corrected but not in the
uncorrected case, or vice versa. For cases 4, 5, and 6 in which
UVC

,uECu, one can argue thatEC is a better indicator ofdSMA

than is E, assuming that one’s confidence in using the estimate
dSN* is not misplaced.

4.2. Use of Corrected Versus Uncorrected Simulation Re-
sults. As previously stated in Section 3.3, the requirements for
correcting the solution are that the correction factor be close to
one and that confidence in solutions exist. Since the variability of
the order of accuracy cannot be determined from solutions on
three grids, confidence is difficult to establish in this case. As a
result, caution should be exercised when correcting solutions us-
ing information from only three grids.

If a validation using the corrected approach is successful at a
set condition, then if one chooses to associate that validation un-
certainty level with the simulation’s prediction at a neighboring
condition that prediction must also be corrected. That means
enough runs are required at the new condition to allow estimation
of the numerical errors and uncertainties. If this is not done, then
the comparison errorE and validation uncertaintyUV correspond-
ing to the use of the uncorrectedSand its associated~larger! USN
should be the ones considered in the validation with which one
wants to associate the prediction at a new condition.~Whether to
and how to associate an uncertainty level at a validated condition
with a prediction at a neighboring condition is very much unre-
solved and is justifiably the subject of much debate at this time.!

5 Conclusions
The present comprehensive approach to verification and valida-

tion methodology and procedures sets forth concepts, definitions,
and equations derived for simulation errors and uncertainties,
which provide a well-founded mathematical framework. The ap-
proach should have applicability to a fairly broad range of CFD
codes, including RANS, Navier-Stokes, Euler, boundary-element
methods, and others. However, clearly much more work is needed
for other CFD codes~such as large-eddy simulations!, additional
error sources, and alternative error and uncertainty estimation
methods, e.g., single-grid methods and both results for additional
analytical benchmarks~especially for nonlinear equations and us-
ing stretched grids! for improved definitions of correction factors
and estimates of orders of accuracy, and alternative strategies to
account for the effects of higher-order terms in RE. Improved
verification procedures once available can be easily incorporated
into the present overall verification and validation methodology.
Furthermore, more experience is needed through application for
different codes and geometry and conditions, especially for prac-
tical applications.

As mentioned in the Introduction, present verification and vali-
dation methodology and procedures were recommended and used
at the recent Gothenburg 2000 Workshop on CFD in Ship Hydro-
dynamics~Larsson et al.@11#!. 22 participating research groups
from 12 countries and 19 different RANS codes were used for
simulations of 3 test cases representing tanker, container, and sur-
face combatant hull forms. Most groups implemented the recom-
mended procedures, but lack of familiarity with the procedures
and use of coarse grids led to difficulties. Coarser grid solutions
are far from the asymptotic range and show variability such that
not all variables display monotonic convergence and oscillatory
convergence and even divergence is evident. For monotonic con-
vergence, variability in the estimated order of accuracy was ob-
served for some cases. The current 1 million point grids are
clearly insufficient for more complex hull forms such as the tanker
and an order of magnitude increase in points may be required to
remove variability and achieve monotonic convergence for most
variables. In spite of difficulties, the effort was beneficial in en-
abling quantitative evaluation of levels of verification and valida-
tion, increasing familiarity with verification and validation proce-
dures, interpretation of results, and identification of grid
requirements for decreasing levels of errors and uncertainties.
Careful examination of verification results even for relatively
coarse grid solutions provides a road map towards achieving ac-
ceptable levels of verification.

Verification and validation methodology and procedures should
be helpful in guiding future developments in CFD through docu-
mentation, verification, and validation studies and in transition of
CFD codes to design through establishment of credibility. Pre-
sumably, with a sufficient number of documented, verified, and
validated solutions along with selected verification studies, a CFD
code can be accredited for a certain range of applications. The
contribution of the present work is in providing methodology and
procedures for the former, which hopefully will help lead to the
latter.

Part 2 provides an example for RANS simulations for a cargo/
container ship where issues with regard to practical application of
the methodology and procedures and interpretation of verification
and validation results are discussed~Wilson et al.@12#!.
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Nomenclature

Ck 5 correction factor
D 5 benchmark data

E,EC 5 comparison error, corrected
pk 5 order of accuracy
Rk 5 parameter refinement ratio

S,SC 5 simulation result, corrected
T 5 truth
U 5 uncertainty estimate

UD 5 data uncertainty
UE ,UEC 5 comparison error uncertainty, corrected

UI 5 iteration uncertainty
UP ,UPC 5 parameter uncertainty~e.g., grid sizeG and

time stepT!, corrected
Ureqd 5 programmatic validation requirement

US ,USC 5 simulation uncertainty, corrected
USM 5 simulation modeling uncertainty

USMA 5 simulation modeling assumption uncertainty
USPD 5 simulation uncertainty due to use of previous

data
USTE,USCTE 5 simulation total estimated numerical uncertainty

USN,USCN 5 simulation numerical uncertainty, corrected
UV ,UVC 5 validation uncertainty, corrected

Dxk 5 increment inkth input parameter~e.g., grid size
G and time stepT!

d 5 error
d* 5 error estimate with sign and magnitude

d I ,d I* 5 iteration error, estimate
dP ,dP* 5 parameter error, estimate
dS ,dSC 5 simulation error, corrected

dSN 5 simulation numerical error
dSMA 5 simulation modeling assumption error

« 5 solution change
«SN 5 error in d*

Appendix A. Analytical Benchmarks
The use of analytical benchmarks for development of the con-

cept of correction factors as discussed in Section 3.3 is presented
in this Appendix. For analytical benchmarks, the modeling error is
zero such that the simulation error is solely due to numerical error.
Results are obtained for two analytical benchmarks one-
dimensional~1D! wave and two-dimensional~2D! Laplace equa-
tions. The results for the 2D Laplace equation were qualitatively
similar to those for the 1D wave equation, which are presented.
Exact solutions from analytical benchmarks are used to determine
the exact simulation numerical error which is compared to esti-
mates from RE, including use of correction factors. More details
are provided in Stern et al.@13#, including single grid error
estimates.

Verification of Analytical Benchmarks. For verification us-
ing an analytical benchmark, the simulation error and uncertainty
are given bydS5S2A5dSN and US

25USN
2 , while the corrected

simulation error and uncertainty are given bydSC
5SC2A5«SN

and USC

2 5USCN
2 . Simulations are verified ifuEu5uA2Su,USN

and corrected simulations are verified ifuECu5uA2SCu,USCN .
The first-order, linear 1D wave equation models the behavior of

a more complicated~nonlinear! partial differential equation. The
initial condition is prescribed by a Gaussian function centered at
x50.0. Two discretization techniques were studied:~i! first-order
~Euler! explicit method with first-order upwind spatial discretiza-

tion; and ~ii ! a second-order implicit method with second-order
central spatial discretization. Since trends from both schemes are
similar, only the results from the first-order scheme are presented.

A combined grid size and time step study was performed where
ten solutions were obtained by successively doubling both the grid
and time step such thatDt/Dx50.5 for all solutions. With this
approach, solutions changes are used to estimate total~temporal
and spatial! simulation errors and uncertainties. Accordingly, the
generic subscript ‘k’ appearing in expressions for errors and un-
certainties in Section 3.3 is replaced with ‘SN’ in this section
where appropriate.

Errors, Uncertainties, and Correction Factors. The con-
cept of a multiplication correction factor was introduced in Sec-
tion 3.3. The correction factorCk was used to define the numerical
uncertainty in Eq.~33! or when conditions permit to improve error
estimates in Eq.~32! and to define the uncertainty in that error
estimate in Eq.~34!. Error and uncertainty estimates given by Eqs.
~32!–~34! are tested by numerical solution of analytical bench-
marks as well as development of expressions for correction factor.

Figure 2~a! compares the true simulation errorE to the three-
grid error estimatedRE1

* from Eq. ~29! versus step size at one

spatial location~x51 since maximums of numerical error occur
there!. The three-grid estimate accurately estimates the true error
E for smaller step sizes, but over predictsE for larger step sizes.
Closer examination reveals that Eq.~29! over estimates the error
because Eq.~30! under estimates the order of accuracy, as also
shown in Fig. 2~a!.

Two definitions forCk were investigated. The first is based on
solving equation~32! for Ck with dREk1

* defined in Eq.~29! but

replacingpk with the improved estimatepkest
, which is provided

by Eq. ~35! where pkest
is an estimate of the limiting order of

accuracy of the first term of the error expansion equation~27!.
Similarly, the second definition of correction factor is based on
estimatingdREk1

* using the first two terms of the powers series and

replacingpk andqk with improved estimatespkest
andqkest

, which
is provided by Eq.~36! where pkest

and qkest
are estimates for

limiting orders of accuracy of the first and second terms of the
error expansion equation~27! as spacing size goes to zero and the
asymptotic range is reached. With this definition, correction fac-
tors approach one in the limit of zero spacing size. The estimated
valuespkest

andqkest
can be based either on the assumed theoret-

Fig. 2 Verification results for first-order numerical solution of
1D wave equation. „a… Comparison of true error AÀS to esti-
mates from RE, „b… correction factor, and „c… comparison of
zAÀSCz and USCN , and „d… comparison of zAÀSz and USN .
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ical order of accuracypkth
and qkth

or solutions for simplified
geometry and conditions. In either case, preferably including the
effects of grid stretching.

Figure 2~a! also compares the true errorE to ~i! an uncorrected
three-grid error estimate using Eq.~29! and ~ii ! corrected esti-
mates based on Eq.~32! with correction factor defined by Eq.~35!
or ~36!. Both estimates are closer toE than the uncorrected three
grid estimatedRE1

* , but for coarser gridsCk
(1) is somewhat too

small andCk
(2) is slightly too large. Figure 2~b! shows the same

trends, but directly compares the exact correction factorE/dRE* to
Eqs.~35! and~36!. In this case,Ck,1 indicates that the leading-
order term over predicts~higher-order terms net negative! the er-
ror. However, for the general case,Ck is equally likely to be,1 or
.1 depending whether the order of accuracy is approached from
below or above, respectively.Ck.1 indicates that the leading-
order term under predicts~higher-order terms net positive! the
error. Thus, for the general case the correction to the leading-term
error estimate is equally likely to be positive or negative and can
be used to define the simulation numerical uncertainty.

For Ck sufficiently close to 1 and having confidence,dk* and
UkC

are estimated. Correction factorsCk
(1) and Ck

(2) are used to

estimate the errordk* in Eq. ~32! which can then also be used in
the calculation ofSC @in Eq. ~10!# and uncertaintyUkC

in Eq. ~34!.
Figure 2~c! shows a comparison ofuA2SCu and three uncertainty
estimates:~i! USCN

(1) defined usingCk
(1) ; ~ii ! USCN

(2) defined using

Ck
(2) ; and~iii ! USCN from a factor of safety approach given by Eq.

~38! with FS51.25. The results show that the uncertainty estimate
USCN

(1) successfully boundsuA2SCu over the entire range of step

sizes and thatUSCN
(2) is not conservative enough sinceUSCN

(2) ,uA
2SCu. The uncertainty estimate based on the factor of safety ap-
proach is not conservative enough for the coarsest two grids and is
overly conservative by an order of magnitude for the four finest
grids ~i.e., when solutions are in the asymptotic range!. For Ck
sufficiently less than or greater than 1 and lacking confidence,Uk

is estimated, but notdk* andUkC
. Correction factorsCk

(1) andCk
(2)

are used to estimate the uncertainty in Eq.~33! which is compared
to factor of safety approach given by Eq.~37!. Figure 2~d! shows
that all three uncertainty estimates successfully bound the true
error uA2Su although the factor of safety approach is overly con-
servative for all grids.

Uncertainty estimates enable a quantitative measure of verifica-
tion for analytical benchmarks. Figure 2~c, d! indicates that the
present solutions are verified over the chosen range of grid size
and time step. As expected, the largest levels of uncertainty are for
the coarsest grid size and time step where levels are (Uk ,UkC

)
5(15%,7.5%).

Eca and Hoekstra@18# also perform verification for the 2D

Laplace equation analytical benchmark. Their results are consis-
tent with our own in showing that uncertainty estimates using Eq.
~33! always bounded the true error. Unlike our own results, their
results indicate that the uncertainty estimate from Eq.~34! failed
to bound the difference in the truth and numerical benchmark for
some grid triplets when the apparent order of accuracy was esti-
mated to be larger than the theoretical value.
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Comprehensive Approach to
Verification and Validation of CFD
Simulations—Part 2: Application
for Rans Simulation of a
Cargo/Container Ship
Part 2 of this two-part paper provides an example case study following the recently
developed comprehensive verification and validation approach presented in Part 1. The
case study is for a RANS simulation of an established benchmark for ship hydrodynamics
using a ship hydrodynamics CFD code. Verification of the resistance (integral variable)
and wave profile (point variable) indicates iterative uncertainties much less than grid
uncertainties and simulation numerical uncertainties of about 2%S1 (S1 is the simulation
value for the finest grid). Validation of the resistance and wave profile shows modeling
errors of about 8%D (D is the measured resistance) and 6%zmax (zmax is the maximum
wave elevation), which should be addressed for possible validation at the 3%D and
4%zmax levels. Reducing the level of validation primarily requires reduction in experi-
mental uncertainties. The reduction of both modeling errors and experimental uncertain-
ties will produce verified and validated solutions at low levels for this application using
the present CFD code. Although there are many issues for practical applications, the
methodology and procedures are shown to be successful for assessing levels of verifica-
tion and validation and identifying modeling errors in some cases. For practical appli-
cations, solutions are far from the asymptotic range; therefore, analysis and interpretation
of the results are shown to be important in assessing variability for order of accuracy,
levels of verification, and strategies for reducing numerical and modeling errors and
uncertainties. @DOI: 10.1115/1.1412236#

1 Introduction
Computational fluid dynamics~CFD! is fast becoming an inte-

gral tool in the engineering design process as it is applied to
increasing complex geometry and physics. As with the use of
experimental fluid dynamics~EFD! in making design decisions,
assessment of quality of results is imperative, which has acceler-
ated progress on development of verification and validation
~V&V ! methodology and procedures for estimating numerical and
modeling errors and uncertainties in CFD simulations. However,
in spite of the progress, the various viewpoints have not yet fully
converged and current methodology and procedures are not yet
standardized. Case studies are important for evaluating various
current V&V approaches and achieving standardization. Mehta
@1# provides several case studies following different approaches
for a variety of applications. In some cases, large differences in
approaches, use of different test cases, and incomplete documen-
tation makes evaluation difficult.

Part 2 of the present two-part paper provides an example case
study following the recently developed comprehensive V&V ap-
proach presented in Part 1~Stern et al.@2#!. The case study is for
a RANS simulation of an established benchmark for ship hydro-
dynamics using a current ship hydrodynamics CFD code. How-
ever, the V&V approach is equally applicable to CFD simulations
for other applications in fluids engineering such as aerospace, en-
vironmental, and automotive and also should be applicable to a
fairly broad range of codes such as boundary element methods
and certain aspects of large-eddy and direct numerical simula-

tions. The present papers are based on Stern et al.@3#, but with
improved presentation and discussion based on nearly two years
experience with the present V&V approach, especially through the
International Towing Tank Conference~ITTC! community and
Gothenburg 2000 Workshop on CFD in Ship Hydrodynamics
~Larsson et al.!.

The specific objectives of the present work are:~i! to provide a
documented solution following the methodology and procedures
in Part 1;~ii ! to address practical issues in V&V of CFD simula-
tions for complex geometries~e.g., generation of systematic
grids!; and~iii ! to provide analysis and discussion of V&V results
for a practical application where interpretation is complicated due
to variability in the order of accuracy. Verification and validation
methodology and procedures are summarized in Section 2 fol-
lowed by a description of the CFD code in Section 3. Next, ge-
ometry, conditions, and benchmark data are specified in Section 4
with issues related to grid studies for practical applications given
in Section 5. V&V results for the total resistance and wave profile
are presented in Sections 6 and 7, respectively. Finally, conclu-
sions are given in Section 8.

2 Verification and Validation Methodology and
Procedures

The V&V methodology and procedures set forth in Part 1 pro-
vide a pragmatic approach for estimating simulation errors and
uncertainties. The philosophy is strongly influenced by EFD un-
certainty analysis. The present approach allows for treatment of
simulation errors as either stochastic or deterministic and properly
takes into account uncertainties in both the simulation and the data
in assessing the level of validation.
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Methodology. The simulation errordS is defined as the dif-
ference between a simulation resultS and the truthT and is com-
posed of modelingdSM and numericaldSN errors (dS5S2T
5dSM1dSN) with the corresponding simulation uncertainty given
by US

25USM
2 1USN

2 . For certain conditions, both the sign and
magnitude of the numerical error can be estimated asdSN5dSN*
1«SN wheredSN* is an estimate of the sign and magnitude ofdSN
and «SN is the error in that estimate. The simulation value is
corrected to provide a numerical benchmarkSC , which is defined
by

SC5S2dSN* (1)

with error equationdSC
5SC2T5dSM1«SN and corresponding

uncertainty equationUSC

2 5USM
2 1USCN

2 whereUSC
is the uncer-

tainty in the corrected simulation andUSCN is the uncertainty
estimate for«SN.

Verification is defined as a process for assessing simulation nu-
merical uncertaintyUSN and, when conditions permit, estimating
the sign and magnitudedSN* of the simulation numerical error
itself and the uncertainty in that error estimateUSCN . Numerical
error is decomposed into contributions from iteration numberd I ,
grid sizedG , time stepdT , and other parametersdP , which gives
the following expression for the simulation numerical uncertainty

USN
2 5UI

21UG
2 1UT

21UP
2 (2)

For situations when the solution is corrected to produce a numeri-
cal benchmarkSC , the estimated simulation numerical errordSN*
and corrected uncertaintyUSCN are given by

dSN* 5d I* 1dG* 1dT* 1dP* (3)

USCN
2 5UI C

2 1UGC

2 1UTC

2 1UPC

2 (4)

Validation is defined as a process for assessing simulation mod-
eling uncertaintyUSM by using benchmark experimental data and,
when conditions permit, estimating the sign and magnitude of the
modeling errordSM itself. The comparison errorE is given by the
difference in the dataD and simulationS values

E5D2S5dD2~dSMA1dSPD1dSN! (5)

where dSM has been decomposed into the sum ofdSPD, error
from the use of previous data such as fluid properties, anddSMA,
error from modeling assumptions. To determine if validation has
been achieved,E is compared to the validation uncertaintyUV
given by

UV
25UD

2 1USN
2 1U

SṖD

2
(6)

If uEu,UV , the combination of all the errors inD andS is smaller
than UV and validation is achieved at theUV level. If UV!uEu,
the sign and magnitude ofE5dSMA can be used to make model-
ing improvements. For the corrected approach, the equations
equivalent to Eqs.~5! and ~6! are

EC5D2SC5dD2~dSMA1dSPD1«SN! (7)

UVC

2 5UEC

2 2USMA
2 5UD

2 1USPD
2 1USCN

2 (8)

Procedures. The overall CFD V&V procedures can be con-
veniently grouped into four consecutive steps: preparation, verifi-
cation, validation, and documentation.

Verification is accomplished through parameter convergence
studies using multiple solutions~at least 3! with systematic pa-
rameter refinement by varying thekth input parameterDxk while
holding all other parameters constant. Iterative errors must be ac-
curately estimated or negligible in comparison to errors due to
input parameters before accurate convergence studies can be con-

ducted. Changes between medium-fine«k21
5Ŝk2

2Ŝk1
and coarse-

medium«k32
5Ŝk3

2Ŝk2
solutions are used to define the conver-

gence ratio

Rk5«k21
/«k32

(9)

and to determine convergence condition whereŜk1
, Ŝk2

, Ŝk3
cor-

respond to solutions with fine, medium, and coarse input param-
eter, respectively, corrected for iterative errors. Three convergence
conditions are possible:

~ i ! Monotonic convergence: 0,Rk,1

~ i i ! Oscillatory convergence:Rk,0 (10)

~ i i i ! Divergence: Rk,1

For condition~i!, generalized RE is used to estimateUk or dk* and
UkC

. For condition~ii !, uncertainties are estimated simply by at-
tempting to bound the error based on oscillation maximumsSU
and minimumsSL , i.e., Uk51/2(SU2SL). For condition ~iii !,
errors and uncertainties cannot be estimated.

For convergence condition~i!, generalized RE is used to esti-
mate the errordREk1

* due to selection of thekth input parameter

and order-of-accuracypk

dREk1

* 5
«k21

r k
pk21

(11)

pk5
ln~«k32

/«k21
!

ln~r k!
(12)

Correction of Eq.~11! through a multiplication factorCk accounts
for effects of higher-order terms and provides a quantitative met-
ric to determine proximity of the solutions to the asymptotic range

dk1
* 5CkdREk1

* 5Ck S «k21

r k
pk21D (13)

where the correction factor is given by

Ck5
r k

pk21

r
k

pkest21
(14)

andpkest
is an estimate for the limiting order of accuracy as spac-

ing size goes to zero and the asymptotic range is reached so that
Ck→1. When solutions are far from the asymptotic range,Ck is
sufficiently less than or greater than 1 and only the magnitude of
the error is estimated through the uncertaintyUk

Uk5uCkdREk1

* u1u~12Ck!dREk1

* u (15)

When solutions are close to the asymptotic range,Ck is close to 1
so thatdk* is estimated using Eq.~13! andUkC

is estimated by

UkC
5u~12Ck!dREk1

* u (16)

Alternatively, a factor of safety approach proposed in Roache
~1998! can be used to defineUk andUkC

.
Validation is accomplished through comparison of simulations

with benchmark EFD data, including experimental uncertainty es-
timatesUD . If the three variablesUV , uEu, andUreqd ~program-
matic validation requirement! are considered, there are six com-
binations. For three cases,uEu,UV and validation is achieved at
the UV level, but for only one of theseUV,Ureqd so that valida-
tion is also achieved atUreqd . In these cases, attempting to esti-
mate modeling errorsdSMA is not feasible from an uncertainty
standpoint. For the three other cases,UV,uEu and using the sign
and magnitude ofE to estimatedSMA is feasible from an uncer-
tainty standpoint. In one of these cases,UV,uEu,Ureqd so that

804 Õ Vol. 123, DECEMBER 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



validation is successful at theuEu level from a programmatic stand-
point. Similar conclusions can be reached using the corrected
comparison error and corrected validation uncertainty.

3 RANS CFD Code
Solutions are obtained with CFDSHIP-IOWA, which is a

general-purpose, multi-block, MPI-based high-performance, un-
steady RANS CFD code~Paterson and Sinkovits,@4#; Paterson
et al. @5#; Wilson et al.@6#! developed for computational ship hy-
drodynamics. The three-dimensional unsteady incompressible
RANS equations are solved in either Cartesian or cylindrical-polar
base coordinate systems. The grid dynamically conforms to the
solution of the exact kinematic free-surface boundary condition.
Approximate dynamic free-surface boundary conditions provide
boundary conditions for velocity and pressure. For production
simulations, Reynolds-stress closure is accomplished using the
standard linear stress-strain relationship and a variety of eddy-
viscosity models including algebraic Baldwin-Lomax and two-
equationk-v andk-« models. The solution scheme is based upon
the PISO algorithm and is fully implicit. The convective and vis-
cous terms are discretized with second-order upwind and second-
order central differences, respectively. Although the code can be
run in either steady state or time-accurate mode, a time-marching
procedure was used to obtain steady-state RANS solutions for
simulations in this paper. The pressure equation is obtained by
taking the divergence of the momentum equations. Further de-
scription can be found athttp://www.iihr.uiowa.edu/;cfdship
where related references may be found in electronic form.

4 Geometry, Conditions, and Benchmark Data
Steady-state simulations are performed for the Series 60 cargo/

container ship. The Series 60 was used for two of the three test
cases at an international workshop on validation of ship hydrody-
namics CFD codes~CFD Workshop Tokyo@7#!. The conditions
for the calculations are Froude numberFr 50.316, Reynolds
numberRe54.33106, and model orientation with zero sinkage
and trim. These are the same conditions as the experiments, ex-
cept the resistance and sinkage and trim tests, as explained next.
The variables selected for verification and validation are resis-
tanceCT ~integral variable! and wave profilez ~point variable!.

The benchmark data is provided by Toda et al.@8#, which was
also the data used for the Series 60 test cases at the CFD Work-
shop Tokyo@7#. The data include resistance and sinkage and trim
for a range ofFr for the model free condition~i.e., free to sink and
trim!. Also, wave profiles, near-field wave pattern, mean veloci-
ties, and pressures at numerous stations from the bow to the stern
and near wake, all forFr 5(0.16,0.316) and the zero sinkage and
trim model fixed condition. The data also include uncertainty es-
timates, which were recently confirmed/updated by Longo and
Stern @9# closely following standard procedures~Coleman and
Steele@10#!.

The resistance is known to be larger for free versus fixed mod-
els. Data for the Series 60 indicates about an 8% increase inCr for
the free versus fixed condition over a range ofFr including Fr
50.316 ~Ogiwara and Kajatani@11#!. The Toda et al.@8# resis-
tance values were calibrated~i.e., reduced by 8%! for effects of
sinkage and trim for the present comparisons.

5 Grids Studies With Systematic Refinement
Errors and uncertainties due to grid size are estimated using

multiple solutions~at least 3! on systematically refined grids with
constant refinement ratio,r k5Dxk2

/Dxk1
5Dxk3

/Dxk2
. Although

grid doubling (r G52) is typically used for simplicity, resolving
similar physics and meeting near-wall spacing requirements for
turbulence modeling can be prohibitively difficult, especially in
3D simulations. A more reasonable refinement ratio ofr G5&
was recommended in Part 1 and is used here. Usingr G5& has
the added benefit that the coarse grid can be easily generated by
removing every other fine grid point.

Grid studies were conducted using four grids, which enables
two separate three-grid studies to be performed and compared.
Grid study 1~GS1! gives estimates for grid errors and uncertain-
ties on grid 1 using the three finest grids 1–3 while grid study 2
~GS2! gives estimates for grid errors and uncertainties on grid 2
using the three coarsest grids 2–4. Grid dimensions and average
y1 values~for grid points closest to no-slip surface! are given in
Table 1 and a comparison of the four grids at the free surface
plane is shown in Fig. 1 along with computed wave elevation
contours.

With grid refinement ratior G5&, only grids 1 and 2 were
generated manually using the commercial code GRIDGEN~Point-
wise, Inc.!. Grids 3 and 4 were obtained by removing every other
point from grids 1 and 2, respectively~i.e., the grid spacing of
grids 3 and 4 is twice that of grids 1 and 2, respectively!. In an
effort to keep the exact shape of the leading and trailing edges of
the hull surface on all four grids, the single-block grid system is
divided into three subblocks. Thej 51 surface of one of the sub-
blocks is body-fitted and defines the entire no-slip surface of the

Table 1 Grid dimensions and y¿ values for grid refinement
studies

Fig. 1 Grids and computed wave contours on the free-surface
plane from verification and validation studies for Series 60: „a…
and „b… coarsest—grid 4; „c… and „d… grid 3; „e… and „f … grid 2;
and „g… and „h… finest—grid 1. Ship leading and trailing edges at
x ÕLÄ0 and 1, respectively.
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ship from the leading to trailing edges. Thej 51 surface of the
other two subblocks, one upstream and one downstream of
the ship hull, defines the symmetry plane using anH-type grid
topology.

For grid 1 ~i.e., finest grid!, spacing along the edges of the
computational block was controlled by specifying the grid distri-
bution function~e.g., hyperbolic tanh or geometric series!, grid
spacing at the endpoint~s!, and number of points. Grid clustering
was used near the bow and stern in thej-direction, at the hull in
the h-direction, and near the free surface in thez-direction. The
faces of the subblocks were smoothed using an elliptic solver after
which the coordinates in the interior were obtained using transfi-
nite interpolation from the block faces. The three subblocks were
then joined into a single block before simulations were performed.

Grid 2 was generated from grid 1 by using the same grid dis-
tribution function and by increasing the fine grid spacingDxG1

at
the corners of the blocks and decreasing the number of fine grid
computational cells (N121) in each coordinate direction by a
factor r G

DxG2
5r GDxG1

(17)

N2511~N121!/r G (18)

whereDxG1
andDxG2

are the grid spacing andN1 andN2 are the
number of points on grids 1 and 2, respectively. Finally, the faces
of the blocks for grid 2 were then resmoothed using the elliptic
solver and coordinates in the interior were obtained using transfi-
nite interpolation~TFI!.

For integer grid refinement ratio, this procedure results in a set
of grids with systematic refinement~i.e., constant refinement ratio
r G5DxG2

/DxG1
5DxG3

/DxG2
5DxG4

/DxG3
!. However, for non-

integer refinement ratior G , Eq. ~18! yields a noninteger grid
numberN2 which obviously must be rounded to the nearest inte-
ger. This results in a difference in the actualr GACTUAL

and target
r GTARGET

refinement ratio. In other words,

r GACTUAL
5

~N121!

integer@~N121!/r GTARGET
#

Þr GTARGET
(19)

where the function ‘‘integer[ ]’’ is used to denote rounding of a
real number to the nearest integer value.

The actual and target refinement ratios were compared by post-
processing grids 1–3. Refinement ratio was computed at grid
points along the intersection of the free- and no-slip surfaces
which shows an average refinement ratio ofr G51.39 between
grids 1 and 2 andr G51.44 between grids 2 and 3. These values
vary by 2% from the desired target value ofr GTARGET

5&
;1.4142. However, inclusion of the effects of nonuniform grid
refinement ratio for such small differences indicates,1% SG dif-
ferences in the estimates for numerical uncertainties~where SG
5SG1

is the solution on the finest grid!, warranting the assump-
tion of uniform grid refinement ratio. Because the volume grid is
obtained using TFI from the elliptically smoothed faces of the
blocks, larger deviations from uniform grid refinement ratio are
possible in the interior.

Subsequent work has developed post-processing tools to auto-
mate generation of multiple grids with noninteger grid refinement
ratio and to ensure uniform grid refinement ratio between multiple
grids ~Wilson et al.@11#!. With this new procedure, the finest grid
is trivially post-processed using a sequence of three, 1D interpo-
lations to yield a medium grid with noninteger grid refinement
ratio. This is in contrast to the approach used in this paper as
described above for generation of the medium grid, which could
become prohibitively difficult and time-consuming for large,
multi-block grid systems with complex geometry.

6 Verification and Validation of Integral Variable:
Total ResistanceCT

Friction and pressure stresses in the axial direction are inte-
grated over the surface area of the Series 60 and summed to yield
the total resistance coefficientCT . The integration is performed in
post processing using a second-order accurate method based on
the trapezoidal rule. Results are analyzed and compared for both
situations in which simulation numerical uncertainty is taken to be
stochastic andUSN estimated and when taken to be deterministic
anddSN* andUSCN are estimated for grid studies GS1 and GS2, as
discussed in Section 5.

Verification. For verification of the uncorrected solution,USN

is given by Eq.~2!, while for the corrected solution,dSN* andUSCN

are given by Eqs.~3! and ~4!, respectively. Since steady-state
simulations are performed, only contributions due to iteration
number and grid size are considered~e.g., Eq.~2! simplifies to
USN

2 5UI
21UG

2 !. The limiting order of accuracy is estimated using
the formal order of accuracy of the CFD code~i.e., pkest

5pkth

52.0!, which is realized for solution of simplified equations with
uniform grids. For solution of the RANS equations on non-
orthogonal stretched grids, values based on the formal order may
be overly optimistic or not certain.

Iterative convergence is assessed through evaluation of theCT
iteration history and L2 norm of solution changes summed over
all grid points. Figure 2 shows a portion of the iterative history for
grid 1. The portion shown represents a computation started from a
previous solution and does not include the total iterative history.
Solution change drops four orders of magnitude from an initial
value of about 1022 ~not shown! to a final value of 1026. The
variation inCT is about 0.14%S1 ~whereS1 is the solution on the
finest grid! over the last period of oscillation~i.e., UI50.07%S1!.
Iterative uncertainty is estimated as half the range of the maxi-
mum and minimum values over the last two periods of oscillation
~see Fig. 2~c!!. Iterative histories for grids 2–4 show iterative
uncertainties of about 0.02, 0.03, and 0.01%S1 , respectively. The
level of iterative uncertaintiesUI for grids 2–4 are at least two
orders of magnitude less than the corresponding grid uncertainties
UG , whereas the iterative uncertainty for grid 1 is only one order
of magnitude smaller than the grid error. For all four grids, the
iteration errors and uncertainties are assumed to be negligible in
comparison to the grid errors and uncertainties for all four solu-
tions ~i.e., UI!UG such thatUSN5UG!. Since iterative errors are
negligible, correction of solutions for iterative error is not
required.

Grid convergence is assessed through multipleCT solutions on
four systematically refined grids with constant refinement ratio
~see Section 5!. The total resistanceCT values on all four grids are
given in Table 2 along with computed solution changese and
benchmark EFD data for comparison. The convergence ratio
RG(9), order of accuracypG(12), and correction factorCG(14)
are shown in Table 3. Since 0,Rk,1, both GS1 and GS2 display
monotonic convergence as given by condition~i!, Eq. ~10!. How-
ever, the variability is large, i.e., the order of accuracy for GS1 is
much greater than for GS2 and both are greater thanpkest

5pkth

52.0. As a result,CG is greater for GS1 than GS2. Although the
fact that the order of accuracy does not approachpkth

with grid
refinement is unexpected, in reality the estimation ofpkest

for
practical applications is not certain, as discussed previously.

Separate verification of the pressureCP and friction CF com-
ponents ofCT(5CP1CF) helps explain the variability displayed
by pG for CT between GS1 and GS2. Note that in model-ship
testing following Fr scaling, CTShip

5CR1CFITTC
where the re-

siduary resistanceCR(5CTModel
2CFITTC

) and CFITTC
(Re) is

given by the ITTC model-ship correlation line evaluated for
model and full scale Re. Table 2 includesCP andCF values along
with CR and CFITTC

for qualitative comparison.CF comprises
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about 70%CT and is convergent towardsCFITTC
~for GS1 within

1%CFITTC
!. The CP and CF convergence ratioRG , order of ac-

curacypG , and correction factorCG are shown in Table 4. For
GS1,CP is grid independent (RG5UG50.0) so thatpG cannot be
estimated andCF convergent but withpG.pkth

. For GS2, both
CP and CF are convergent but withpG@pkth

and pG.pkth
, re-

spectively. ForCF , the trends with regard to variability are simi-

lar as forCT but with reduced magnitude. The fact that theCP is
grid independent so thatpG cannot be estimated using RE andCF
is monotonically convergent withpG.pkth

partially explains the
variability exhibited in CT . Such complications should be ex-
pected for verification of integral variables comprised of multiple
components, especially when components strongly depend on dif-
ferent physics.

Table 5 shows the estimated grid uncertaintyUG (15), grid
errordG* (13), corrected grid uncertaintyUGC

(16), and numerical
benchmarkSC (1). Uncertainty estimates based on the factor of
safety approach are included for comparison. The grid uncertainty
is less for GS1 than GS2 and the values~2%S1 and 7 %S1 ,
respectively! are reasonable in consideration of the overall num-
ber of grid points used. The corrected grid uncertainty is also less
for GS1 than GS2, but the difference is smaller than was the case
for UG (DUGC

'1%S1). Similarly SC , which according to RE
should be grid independent, shows 3% difference when comparing
GS1 and GS2. The factor of safety approach provides less conser-
vative estimates, which is contrary to previous experience for ana-
lytical benchmarks.

Solutions on the next finer grid withr G5& would require
2.4M grid points.UG would likely be reduced to the currentUGC

levels, but with similar or greater levels forU1 making it difficult
to separate iterative and grid uncertainties. Therefore, from a re-
source point of view it may be sufficient to accept the current
corrected solutionSC on the finest grid with associated corrected
grid uncertaintyUGC

. This conclusion is supported by the overall
verification results~i.e., four solutions decrease and converge
monotonically with grid refinement and with positivedG* .0! not-
withstanding the variability exhibited inpG which precludes com-
plete confidence. Nonetheless, additional solutions are desirable
for gaining experience and an understanding of the nature of the
asymptotic range for practical applications and hopefully such so-
lutions will show reduced variability.

Validation. The comparison errorE5D2S (5), validation
uncertaintyUV (6), experimental data uncertaintyUD , and simu-
lation numerical uncertaintyUSN (2) are shown in Table 6. Un-
certainty due to the use of previous dataUSPD was not considered,

Fig. 2 Iteration history for Series 60 on grid 1: „a… solution
change, „b… ship forces- CF , CP , and CT and „c… magnified view
of total resistance CT over last two periods of oscillation

Table 2 Grid convergence study for total CT , pressure CP ,
and frictional CF resistance „x10À3

… for Series 60

Table 3 Verification of CT„x10À3
… for Series 60

Table 4 Verification of CP and CF„x10À3
… for Series 60

Table 5 Errors and uncertainties for CT„x10À3
… for Series 60
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so the validation uncertaintyUV5AUSN
2 1UD

2 . Note that since
iterative uncertainty was found to be negligibleUSN5UG and the
data uncertainty was reported to beUD52.5%D.

For grid 1, uEu.UV such thatCT is not validated at theuEu
57%D level; however, from an uncertainty standpoint, the sign
and magnitude ofE can be used to estimatedSMA and make mod-
eling improvements. Further reduction ofUV requires reduction of
USN andUD since they are of similar magnitude. For grid 2,uEu
,UV such thatCT is validated but at the larger validation uncer-
tainty level of UV56.7%D due to largerUSN. Such largeUSN
and thereforeUV precludes distinguishingdSMA from an uncer-
tainty standpoint.

Table 7 is similar to Table 6, but for the corrected comparison
error EC(7), validation uncertaintyUVC

(8), and simulation nu-
merical uncertaintyUSCN (4). In this case,uECu.UVC

for grids 1
and 2 such that neither is validated at theUV52.6 and 2.7%D
levels, respectively.USCN!UD shows that reduction ofUD by
one order of magnitude is required to reduceUVC

to the level of
USCN and leads to the conclusion that the comparison error is
largely due to modeling errors~i.e., EC'dSMA!.

The overall conclusion for V&V of resistance is thatCT is not
validated on the finest grid due to modeling errors of about 8%D.
Likely modeling assumptions to consider are approximations of
static sinkage and trim, free surface boundary conditions, and tur-
bulence, which should be addressed for possible validation at
about the 3%D level. Reducing levels of validation uncertainty
primarily requires reduction in experimental uncertainties; since,
UD(52.5%D).UGC

(51%S1).

7 Verification and Validation of a Point Variable:
Wave Profile z

The wave profile is defined from the computed wave height at
the intersection of the free- and no-slip hull surfaces from 0
<x/L<1. Wave elevation contours for the entire free-surface
plane are shown in Figs. 1~b!, ~d!, ~f ! and ~h! while the wave
profile on all four grids is shown in Fig. 3 including qualitative
comparison with the benchmark EFD data. To facilitate the com-
parisons, the solutions from all four grids are interpolated onto the
distribution for the data. Results are analyzed and compared for
both situations in which simulation numerical uncertainty is taken
to be stochastic andUSN estimated and when taken to be deter-
ministic anddSN* andUSCN are estimated for grid studies GS1 and
GS2. Both point distributions and profile-averages of errors and
uncertainties are discussed for verification and validation of the
wave profile.

Verification. Evaluation of convergence ratioRG (9), order
of accuracypG (12), and correction factorCG (14), for point
variables can be problematic when solution changes«21G

and«G32

both go to zero so that their ratio is ill-defined. To overcome this
problem, separate L2 norms of«G21

and «G32
are used to define

ratios forRG andpG , i.e.,

^RG&5i«G21
i2 /i«G32

i2 (20)

^pG&5
ln~ i«G32

i2 /i«G21
i2!

ln~r G!
(21)

where^ & and i i2 are used to denote a profile-averaged quantity
~with ratio of solution changes based on L2 norms! and L2 norm,
respectively.

For verification of the uncorrected solution, Eq.~15! is used to
estimate distributions ofUG at each point from the local solution
change«G21

, wherepG is estimated from Eq.~21!. Similarly, for

the corrected solution,̂pG& is used to estimatedG* and UGC
at

each point using Eqs.~13! and ~16!, respectively. An L2 norm of
point distributions of errors and uncertainties are then used to
assess verification levels and to judge if validation has been
achieved globally. Iteration errors and uncertainties were found to
be negligible in comparison to the grid errors and uncertainties for
all four solutions, i.e.,UI!UG such thatUSN5UG .

The profile-averaged convergence ratio^RG&, order of accuracy
^pG&, correction factor̂ CG&, global grid uncertaintyUG , and
corrected grid uncertaintyUGC

are shown in Table 8. Both GS1
and GS2 display monotonic convergence condition~i! from Eq.
~10!, but with ^pG& for GS1 greater than that for GS2 and both
less thanpkth

, which in this case is consistent with expectations
for solutions on stretched, curvilinear grids. The levels ofUG and
UGC

for GS1 are 1/2 those for GS2. Variability between GS1 and
GS2 is absent and the trends are consistent with expectation. The
distributions forUG and UGC

are discussed next in conjunction
with validation.

Validation. Validation results with (UV ,UVC
) and (E,EC)

based on L2 norms of point distributions are discussed first, fol-
lowed by an examination of the actual point distributions. Profile-

Table 6 Validation of uncorrected total resistance for Series
60

Table 7 Validation of corrected total resistance for Series 60

Fig. 3 Grid study for Series 60 wave profile

Table 8 Profile-averaged verification results for wave profile
for Series 60
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averaged validation results for the uncorrected and corrected wave
profile are given in Tables 9 and 10, respectively. Values are nor-
malized with the maximum value for the wave profilejmax
50.014 and the uncertainty in the data is 3.7%jmax. For grid 1,
uEu.UV such that the wave profile is not validated at theuEu
55.2%jmax level; however the margin to achieve validation is
small, i.e.,,1%jmax. UD is roughly twiceUSN. For grid 2,E
;UV such that the solution is nearly validated atuEu
55.6%jmax level. UD andUSN are of similar magnitude.

For grids 1 and 2,uEu.UVC
such that neither is validated at the

uECu55.6% and 6.6%jmax levels, respectively. Here again, the
margin to achieve validation is fairly small~i.e., ,2% and
,3%jmax for grids 1 and 2, respectively!. UD is roughly twice
and four timesUGC

for grids 1 and 2, respectively.
Distributions of (E,6UV) and (EC ,6UVC

) vs. x/L are shown
in Figs. 4~a, b! and 4~c, d! for grids 1 and 2, respectively. WhenE
is within 6UV or EC is within 6UVC

, the solutions are validated
at the levels ofUV or UVC

, respectively. SinceUD is constant the
variations inUV andUVC

are due to variations inUG andUGC
. In

all cases, lack of validation is mainly due to under prediction of
wave crests and troughs in the simulations. For grid 1,UVC

;UD since UGC
!UD . Although modeling errors are relatively

small ~2% and 3%jmax for grids 1 and 2!, Fig. 4 clearly indicates
where improvements are warranted.

The overall conclusion for V&V of the wave profile is thatj is
not validated due to modeling errors of about 6%jmax; however,
in this case,UV is relatively large compared toE making the

margin for reduction in modeling errors small~i.e., 2%jmax!.
Modeling improvements should be made to increase simulation
predictions at crests and troughs so that solutions are validated at
about the 4%jmax level. Reducing the level of validation uncer-
tainty primarily requires reduction in experimental uncertainties;
since,UD(54%jmax).UGC

(51%jmax).

8 Conclusions
In Part 2 of this two-part paper, V&V results were presented for

RANS simulation of the Series 60 cargo/container ship, which
provides a documented solution following the methodology and
procedures presented in Part 1~Stern et al.,@2#!. Although there
are many issues for practical applications, the methodology and
procedures are shown to be successful in assessing levels of veri-
fication and validation and identifying modeling errors in some
cases. For practical applications, solutions are far from the
asymptotic range; therefore, analysis and interpretation of the re-
sults is shown to be important in assessing variability for order of
accuracy, levels of verification, and strategies for reducing nu-
merical and modeling errors and uncertainties.

Verification of the resistance~integral variable! and wave pro-
file ~point variable! indicates iterative uncertainties are much less
than grid uncertainties, which are about 2%S1 for the finest grid
with 0.9M points. Solutions on the next finer grid with 2.4M
points likely will reduce simulation numerical uncertainties to
,1%S1 ; however, iterative errors may be of similar order mak-
ing it difficult to separate iterative and grid uncertainties. There-
fore, from a resource point of view it may be sufficient to accept
the current corrected solution~numerical benchmark! on the finest
grid with corrected grid uncertaintyUGC

51%S1 . Validation of
the resistance and wave profile shows modeling errors of about
8%D and 6%jmax, which should be addressed for possible vali-
dation at the 3%D and 4%jmax levels. Reducing the level of
validation uncertainty primarily requires reduction in experimen-
tal uncertainties; since,UD.UGC

. The combination of a reduc-
tion of E ~through reduction of modeling errors! and UD will
produce verified and validated CFD simulations with low levels of
simulation modeling and numerical errors and uncertainties.

Future work will focus on both fundamental and practical V&V
issues, especially for applications with complex geometry. Funda-
mental issues include the convergence of the power series expan-
sion for numerical error, assumptions that the order of accuracy is
constant for all solutions, and estimation of the limiting order of
accuracy in the definition of correction factor. Issues with practi-
cal applications involve observed variability in order of accuracy
estimates, existence of the asymptotic range, and generation of
multiple grids and solutions with non-integer refinement ratio. The
behavior of the asymptotic range was successfully demonstrated
in Appendix A of Part 1 for simpler analytical benchmark prob-
lems. However, the existence and behavior of the asymptotic
range for practical problems has not yet been demonstrated. Such
an effort would require solutions on many more grids to properly
assess variability in order of accuracy estimates and finer grids to
ensure solutions are indeed in the asymptotic range. More experi-
ence is needed for additional practical applications and different
CFD codes.
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Numerical Analysis of Two-Phase
Pipe Flow of Liquid Helium Using
Multi-Fluid Model
The two-dimensional characteristics of the vapor-liquid two-phase flow of liquid helium in
a pipe are numerically investigated to realize the further development and high perfor-
mance of new cryogenic engineering applications. First, the governing equations of the
two-phase flow of liquid helium based on the unsteady thermal nonequilibrium multi-fluid
model are presented and several flow characteristics are numerically calculated, taking
into account the effect of superfluidity. Based on the numerical results, the two-
dimensional structure of the two-phase flow of liquid helium is shown in detail, and it is
also found that the phase transition of the normal fluid to the superfluid and the genera-
tion of superfluid counterflow against normal fluid flow are conspicuous in the large gas
phase volume fraction region where the liquid to gas phase change actively occurs.
Furthermore, it is clarified that the mechanism of the He I to He II phase transition
caused by the temperature decrease is due to the deprivation of latent heat for vaporiza-
tion from the liquid phase. According to these theoretical results, the fundamental char-
acteristics of the cryogenic two-phase flow are predicted. The numerical results obtained
should contribute to the realization of advanced cryogenic industrial applications.
@DOI: 10.1115/1.1400747#

1 Introduction

Cryogenic flow systems that include two-phase flow are widely
used in LNG~Liquefied Natural Gas! plants, aerospace technol-
ogy, superconductivity technology, and many other engineering
applications~Filina and Weisend@1#!. Thus, the investigation of
the two-phase flow characteristics of cryogenic fluids, such as
liquid helium, is very interesting and important not only in the
basic study of the hydrodynamics of cryogenic fluid~Van Sciver
@2#! but also for providing solutions to problems related to prac-
tical engineering applications of cryogenic two-phase flow. Cryo-
genic fluids are characterized by large compressibility compared
with fluids at room temperature such as water, a small difference
in density between gas and liquid phases, and a small latent heat
of vaporization. These unique characteristics of cryogenic fluids
can be utilized to realize high performance in fluid apparatuses,
such as the two-phase operation of inducers~Cheremisinoff@3#,
Kamijo et al.@4#, and King@5#!.

Although cryogenic fluid flow has been studied for many years,
there has been only limited information on the theoretical and
experimental study of the basic multiphase hydrodynamic charac-
teristics of the gas-liquid two-phase pipe flow of cryogenic fluids
such as superfluid liquid helium~Maki et al. @6#, Ishii et al. @7#,
Ludtke and Daney@8#, and Daney@9#!. The main reason for the
difficulty in the study of cryogenic fluids is that effective formu-
lation, modeling, and numerical procedure of the governing equa-
tions for cryogenic two-phase flow with phase change have not
been established. Difficulties in the experimental confirmation of
cryogenic fluid under a low temperature field and the complete
heat insulation of the flow pipe with measuring devices are other
reasons. In particular, in the case of liquid helium, as the super-
fluidity in the low temperature field less than thel point shows
extremely complex phenomena, many difficulties are encountered
in the theoretical analysis. To overcome these difficulties, we
herein develop a new method for analyzing two-phase flow, based

on an advanced mathematical model, which takes the effect of
superfluidity of the two-phase cryogenic flow state in the low
temperature field into consideration.

In the present study, the two-dimensional characteristics of two-
phase flow of liquid helium with phase change in a pipe are nu-
merically investigated to realize the further development and high
performance of cooling devices or new cryogenic engineering ap-
plications. First, the governing equations of two-phase flow of
liquid helium based on the unsteady multi-fluid model are pre-
sented, and then several flow characteristics are numerically cal-
culated, taking into account the effect of superfluidity.

2 Numerical Method
In the past few years, the governing equations that represent the

gas-liquid two-phase mixture flow of liquid helium have been
derived and numerically solved by one of the authors~Ishimoto
et al. @10#!. As a result, the two-phase flow characteristics with
superfluidity have been partially clarified. In the previous analysis
of two-phase flow, we used the drift-flux model, which is the
analytical model for two-phase mixture flow taking into account
the effect of pseudo gas-liquid relative velocity, so the effects of
the momentum or energy exchange between gas and liquid phases
have not strictly been considered. In the present study on the
vapor-liquid two-phase flow of liquid helium, we contrived a new
model for analysis, which is based on the unsteady thermal non-
equilibrium multi-fluid model by Kataoka@11#. Furthermore, to
consider the effects of the evaporation and the condensation on
the vapor bubbles, we apply the rapid phase change model to the
two-phase flow of liquid helium with superfluidity. The system
used in the numerical analysis is schematically depicted in Fig. 1.
Applications using cryogenic fluid generally encounter obstacles
or complex pipe shapes such as an orifice or a converging-
diverging nozzle. Thus, the model used for analysis simulates the
two-phase flow of liquid helium passing through the orifice of a
vertical cylindrical pipe. The pipe is filled with pressurized liquid
helium. Flow immediately occurs when the outlet edge D-C is
opened. Liquid helium is continuously introduced via the inlet
section A-B, the flow is accelerated at the point of the orifice, and
liquid to vapor phase change is induced by a pressure decrease.
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2.1 Governing Equations. In the present numerical formu-
lation of the two-phase flow characteristics of liquid helium, we
extend the old two-fluid model by Landau@12# to a new cryogenic
vapor-liquid multiphase fluid model for analysis which is based on
the unsteady thermal nonequilibrium multi-fluid model of
Kataoka@11#, Harlow and Amsden@13#, and Cook and Harlow
@14#. In the numerical model, the cryogenic two-phase flow state
can be approximated to that of a homogeneous bubbly flow be-
cause the differences in the physical properties such as density,
viscosity, and surface tension of the cryogenic fluid between gas
and liquid phases are very small compared with the fluid at room
temperature. The small difference in the properties between gas
and liquid phases is unique to cryogenic fluids. Accordingly, it
seems reasonable to assume that the cryogenic two-phase flow
pattern is easily formed in the bubbly two-phase flow. In the pro-
cess of modeling, we consider the effects of superfluidity in two-
phase liquid helium, namely, superfluid He II and normal fluid He
I are treated as perfect fluid and meta-viscous fluid, respectively.
In the calculation, we assume that the property of superfluidity
appears when the fluid temperature becomes less than thel point
~temperature at normal fluid to superfluid transition,Tl , about
2.17 K!; however, in the case of temperatures above thel point,
we assume that the superfluid behaves in the same manner as the
normal fluid. Here, we consider only the temperature dependence
of the superfluid and normal fluid densities; thus, the normal fluid-
superfluid transition ratio based on quantum theory is not strictly
considered. Furthermore, to consider the effects of the rapid
evaporation and condensation of cryogenic fluid, we apply the
rapid phase change model of Yamamoto et al.@15#, Iriya et al.
@16#, and Young@17# to the two-phase flow of liquid helium.

The calculation is carried out using the two-dimensional cylin-
drical coordinate system (r ,z). The model for analysis simulates
the two-phase flow of liquid helium passing through the orifice of
a vertical pipe. In the numerical modeling under this condition,
the following assumptions are employed to formulate the govern-
ing equations.

1 The two-phase flow is an axisymmetric two-dimensional un-
steady laminar pipe flow.

2 The vapor-gas phase is produced by the phase change of the
normal fluid.

3 The energy exchange between the liquid and gas phases is
taken into account.

For the construction of the two-phase flow characteristics in the

present numerical model, it is assumed that the gas phase is ho-
mogeneously dispersed in the surrounding liquid phase and that
the flow structure will form a bubbly flow.

Under the above conditions, the governing equations of the
two-phase flow, taking into account the effect of superfluidity
based on the unsteady two-dimensional multi-fluid model, are de-
rived as follows.

The mass conservation equation for a gas phase is

]

]t
~arg!1¹•~argvg!5Gg , (1)

The mass conservation equation for a liquid phase is

]

]t
@~12a!r l !] 1¹•@~12a!j l #5G l , (2)

where the liquid phase density,r l , must be comprised of a linear
combination of the two components, the density is expressed by
the sum of the normal fluid and superfluid components, andr l is
defined as follows:

r l5r l (n)1r l (s) . (3)

For the two-fluid model, it is assumed that all the temperature
dependence in liquid helium densities enter through the variation
of the normal fluid density. It is therefore possible to write

r l (n)

r l
5H S Tl

Tll
D 5.6

for Tl<Tll

1 for Tl.Tll ,

(4)

as the temperature dependence of the normal fluid density~Van
Sciver @2#!. Because of this strong temperature dependence, the
He II is about 99 percent superfluid component at 1.0 K. The total
densities of superfluid and normal fluid two components in control
volume are conservative in numerical calculation process. Also,
the liquid phase momentum flux densityj l can be written as the
sum of each normal fluid and superfluid momentum flux density
components, defined as follows:

j l5r l (s)vl (s)1r l (n)vl (n) . (5)

The combined equation of motion for a normal fluid is

]

]t
@argvg1~12a!r lvl (n)#1¹•@argvgvg1~12a!r lvl (n)vl (n)#

52¹Pl2~12a!
r lr l (s)

r l (n)
Sl¹Tl

2~12a!
r l (s)

2
¹~vl (n)2vl (s)!

2

1~12a!r l (n)g1¹•H mTF¹vl (n)1~¹vl (n)!
T

2
2

3
~¹•vl (n)!I G J 2~12a!Fl (sn) . (6)

The combined equation of motion for a superfluid is

]

]t
@argvg1~12a!r lvl (s)#1¹•@argvgvg1~12a!r lvl (s)vl (s)#

52¹Pl1~12a!r lSl¹Tl1~12a!
r l (n)

2
¹~vl (n)2vl (s)!

2

1~12a!r l (s)g1~12a!Fl (sn) , (7)

where the second terms on the right-hand side of Eqs.~6! and~7!
denote the force based on the product of the entropy by the tem-
perature gradient and the third terms denote the effect of momen-
tum energy gradient based on the two-phase superfluid-normal

Fig. 1 Schematic of model for numerical analysis
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fluid relative velocity caused by counterflow of the superfluid
against the normal fluid. The terms mentioned above are peculiar
for liquid helium with superfluidity~Van Sciver@2#!. The signs of
these terms in Eq.~6! are opposite those in Eq.~7!; thus, the
forces based on the superfluidity of Eq.~6! act in the direction
opposite those of Eq.~7!. In this calculation, because the vapor
phase is assumed to be produced by the phase change of the
normal fluid, the two-phase flow of the superfluid means the mix-
ture flow of the vapor phase produced by the normal fluid and the
superfluid. The termFl (sn) denotes the two-phase superfluid-
normal fluid mutual friction interaction term based on the genera-
tion of vortex filaments in the superfluid as reported by Donnelly
@18#, Bekarevich and Khalatnikov@19#, Hall and Vinen@20#, and
Tsubota and Yoneda@21#. Assuming that the flow field is two-
dimensional results in the following simplified formula for each
component ofFl (sn) :

Fl (sn)r52AGM

r l (n)

2
@2v luv l (n)1v luv l (s)# (8)

Fl (sn)z52AGM

r l (n)

2
@v luul (n)2v luul (s)# (9)

v lu5S ]ul

]z
2

]v l

]r D , (10)

where coefficientAGM denotes the mutual friction parameter
which has a strong temperature dependence~Kashani et al.@22#!.
Additionally, mT in Eq. ~6! denotes the viscosity of the two-phase
mixture flow that includes small dispersed bubbles.mT was evalu-
ated using the following formula by Einstein for the viscosity of a
suspension~Batchelor@23#, Tomiyama et al.@24#!:

mT5~112.5a!m l (11)

where Eq.~11! is mainly applicable in small gas phase volume
fraction region. Concerning the viscosity, the present numerical
model assumes that superfluid viscositym l (s)50 and the dissipa-
tive interaction is due only to the normal fluid. This assumption
corresponds to the physical fact that the superfluid experiences no
resistance to flow and therefore no turbulence. The superfluid can
flow through a pipe without viscous drag along the boundaries.
Equations~6! and ~7! are derived by complying the equations of
momentum for gas and liquid two-phases.

To consider the effects of additional forces that act on the
bubbles and radial expansion of the bubbles, the equation of mo-
tion for the gas phase is here replaced with the translational mo-
tion of a single bubble~Hinze @25#!. The viscous drag forces that
act on the bubble in the He II fluids are neglected because of the
superfluidity.

The equation of motion for a gas phase is

4

3
prgRg

3
dvg

dt
52FP1Fg2FD2FVM2FB1FLM1FLS ,

(12)

where each additional force term is derived as follows:

FP5
4

3
pRg

3¹Pl (13)

Fg5
4

3
pRg

3rgg (14)

FD5
1

2
r lCDuvg2vl u~vg2vl !pRg

2 (15)

FVM5CVM•r l

4

3
pRg

3F d

dt
~vg2vl !1

3

Rg
~vg2vl !

dRg

dt G (16)

FB56Rg
2Apr lm l E

0

t

d

dt
~vg2vl !

At2t
dt (17)

FLM5pRg
3r l~Vg2Vl !3~vg2vl ! (18)

FLS56.46
m lRg

2

Au~Vg2Vl !un l

~Vg2Vl !3~vg2vl ! (19)

Vl5
1

2
¹3vl , (20)

whereRg is the equivalent bubble diameter,FP is the force due to
the liquid phase pressure gradient,Fg is the gravitational accelera-
tion force, FD is the drag force,FVM is the virtual mass force
considering the expansion of a bubble, andFB is the Basset his-
tory term which takes into account the effect of the deviation in
flow pattern from steady state.FLM is the Magnus lift force caused
by the rotation of the bubble as reported by Rubinow and Keller
@26#, and Auton~@27,28#!. FLS is Saffman’s lift force~Saffman
@29#! caused by the velocity gradient of the liquid phase.CD is the
drag coefficient andCVM is the virtual mass coefficient.d/dt is
the substantial derivative defined by

dvg

dt
5

]vg

]t
1vg•¹vg (21)

dvl

dt
5

]vl

]t
1vl•¹vl . (22)

The equation for the angular velocity of a bubble is derived as
~Dennis et al.@30#, Takagi,@31#! follows:

dVg

dt
5

15m l

Rg
2
•rg

~Vl2Vg!, (23)

The energy equation for gas phase is

]

]t
~argeg!1¹•~argegvg!52Pg

]a

]t
2¹•~aPgvg!1Gghg

( i )

1qg
( i )a(i)2¹•~aqg!1aFg .

(24)

The energy equation for liquid phase is

]

]t
@~12a!r lel #1¹•@~12a!r lelvl #

52Pl

]~12a!

]t
2¹•@~12a!Plvl #

1G lhl
( i )1ql

( i )a(i)2¹•@~12a!ql #1~12a!F l , (25)

wherehg
( i ) andhl

( i ) are the enthalpy of the gas phase and the liquid
phase at the interface, respectively.a(i) is the interfacial area con-
centration.Gghg

( i ) and G lhl
( i ) are the interfacial energy transfer

terms due to the liquid-vapor phase change.qg
( i ) and ql

( i ) are the
heat transfer terms of mutual interaction between the vapor and
liquid interface.q is the heat flow vector andF is the energy
dissipation function, as described below:

qm52lm¹Tm , (26)

Fm5tm :¹vm , (27)

tm5mmF¹vm1~¹vm!T2
2

3
~¹•vm!I G , (28)

where subscriptm denotes the gas phase (m5g) or liquid phase
(m5 l ).
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Assuming that the mass of each vapor bubble and condensed
liquid droplet is constant results in the following mass conserva-
tion equation for number density,Nk :

]

]t S 4

3
pRk

3NkrkD1¹•S 4

3
pRk

3NkrkvkD5Gk , (29)

H k5e: Rk5Rg , Nk5Ng , rk5rg , vk5vl , Gk5Gg

k5c: Rk5Rl , Nk5Nl , rk5r l , vk5vl , Gk5G l ,

where subscriptk denotes evaporation (k5e) or condensation
(k5c).

2.2 Constitutive Equations. The drag coefficient,CD , and
the virtual mass coefficient,CVM , are defined as follows~Clift
et al. @32#!:

CD5
24

RB
~110.15RB

0.687!1
0.42

1142500RB
21.16 (30)

CVM50.5 (31)

RB5
r l uvg2vl uD

m l
. (32)

The energy balance condition through the gas and liquid phases
interface is expressed by following equations

Gghg
( i )1qg

( i )1G lhl
( i )1ql

( i )50, (33)

where the detailed constitutive equations for interfacial transfer
terms in Eq.~33! are given by an empirical formula that is taken
from the work of Dobran@33# and Solbrig et al.@34#.

It is assumed that the energy transfer is caused by the heat
transfer between the isothermal spherical bubble and surrounding
liquid. With an assumption of a spherical bubble with equivalent
radiusRg , the expression ofa(i) is obtained by

a(i)5
3a

Rg
. (34)

Assuming that the vapor gas phase follows an ideal gas law and
that the relationship between gas phase pressure,Pg , and density,
rg , obeys polytropic change, the following equation~Hirt and
Romero@35#! results:

rg~kg21!eg5@Pg2c0
2r l~a* 2a!#a* (35)

H a>ac : a* 5a

a,ac : a* 5ac ,

wherec0 is the first sound velocity in liquid helium at the initial
state (c05236.1 m/s), andac denotes the critical void fraction
(ac50.005). A table of the thermophysical properties of liquid
helium by Maynard@36# gives the required physical properties of
the liquid phase.

The constitutive equation for gas phase generation density,Gg ,
is defined by the following equation:

Gg5Gge2Ggc , (36)

whereGge andGgc denote the gas phase evaporation density and
gas phase condensation density, respectively. By introducing con-
stitutive equations forGge and Ggc , we extended the classical
nucleation theory for water droplets from subcooled vapor to
cryogenic fluid. Namely,Ggk is assumed to be proportional to the
degree of subcooling and superheat. Furthermore, ifGgk is ex-
pressed by the sum of the nucleation rate of the evaporated bubble
or the condensed liquid droplet, and also expressed by the in-
crease in mass due to the growth of vapor bubbles and condensed
droplets, the following equations forGgk are derived~Young @17#,
Iriya et al. @16#, Yamamoto et al.@15#!:

Ggk5
4

3
prkI kRk(cr)

3 14prk(
i 51

i max

NkiRki
2

dRki

dt
(37)
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In Eq. ~37!, Rk is the radius of a bubble or droplet,Rk(cr) is the
Kelvin-Helmholtz critical nucleate radius,kB is Boltzmann’s con-
stant, I k is the nuclei generation rate of vapor bubbles or liquid
droplets,Ac is the condensation coefficient,Q is the nonisother-
mal correction factor,m is the mass of a single molecule of he-
lium, Ts is the saturation temperature, subscripti is the value at
each calculation cell.Dh denotes the latent heat which is de-
scribed by the difference in specific enthalpy between the liquid
and gas phases and is defined asDh5hl2hg , (hk5cpkTk , k
5g,l !. The temperature difference between saturation temperature
and gas phase temperature,DT, is defined asDT5Ts2Tg . Nki
denotes the number density of the generated vapor bubbles or
condensed liquid droplets at each calculation celli . By introduc-
ing the formulation of the growth process for bubbles and drop-
lets, we assume that the growth rate of a bubble or droplet is
controlled by the rate at which the enthalpy of vaporization or
condensation can be conducted away from the bubble and drop-
lets, to the bulk liquid~Moses and Stein@37#!. Under that assump-
tion, the equation of the growth process for a single vapor bubble
and a condensed droplet is derived as

Dhrk

dRki

dt
5

P

A2pRTk

kk11

2kk
cpkDT( i ), (38)

whereDT( i ) denotes the interfacial temperature between the vapor
phase and the condensed droplet and is derived by the following
equation:

DT( i )5S 12
Rk(cr)

Rki
D ~Ts2Tg!. (39)

2.3 Numerical Conditions and Procedure. To construct
the numerical conditions for the two-phase liquid helium flow, we
refer to the cryogenic two-phase internal flow state of the cavitat-
ing He II flow in a venturi channel reported by Maki et al.@6#,
Daney@9#, and to the LE-7 liquid oxygen turbopump for theH-II
rocket engine reported by Kamijo et al.@4# and Cheremisinoff@3#.
The finite difference method is used to solve the set of governing
equations mentioned above. In the present calculation, the discrete
forms of these equations are obtained using a staggered grid; then
a modified SOLA~numerical SOLution Algorithm for transient
fluid flow! method of Tomiyama et al.@38# which is superior for
the formulation and solution of a gas liquid two-phase flow prob-
lem, is applied for the numerical calculation. The liquid phase
velocity, vl , at the location of bubbles is calculated using an area-
weighting interpolation method which is used in the SMAC algo-
rithm by Amsden and Harlow@39#.

To determine the boundary conditions, nonslip conditions for
prescribed normal fluid velocities and free-slip conditions for pre-
scribed superfluid velocities are applied to the sidewall, C-B, in
Fig. 1. Also, homogeneous laminar velocity distribution is applied
to the inlet cross-sectional area of the flow pipe, A-B, and a con-
tinuous outflow condition is applied to the exit section of the pipe,
D-C. The mathematical expressions for these boundary conditions
are described as follows.

Inlet Section: A-B
Normal fluid component and superfluid component:
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vl (n)u(in)5const, vl (s)u(in)5const. (40)

Outlet Section: D-C
Normal fluid component and superfluid component:

]vl (n)

]t
1vl (n)m

]vl (n)

]n(DC)
U

(ex)

50,
]vl (n)

]t
1vl (s)m

]vl (s)

]n(DC)
U

(ex)

50,

(41)

where]/]n(DC) denotes the partial derivative of the direction nor-
mal to boundary D-C, andvl (n)m and vl (s)m denote the normal
fluid and superfluid mean velocity at cross sectional area of
boundary D-C, respectively.

Sidewall: C-B
Normal fluid component:

vl (n)uw50 (42)

Superfluid component:

vl (s)•n(CB)uw50,
]

]n(CB)
~vl (s)•t(BC)!U

w

50, (43)

Axisymmetric axis: D-A
Normal fluid component and superfluid component:

vl (n)•n(DA) u50,
]

]n(DA)
~vl (n)•t(DA) !U

w

50 (44)

vl (s)•n(DA) u50,
]

]n(DA)
~vl (s)•t(DA) !U

w

50, (45)

wheren(DA) andt(DA) denote the normal and tangential vectors at
boundary D-A, respectively, and]/]n(DA) denotes the partial de-
rivative of the direction normal to boundary D-A.

The initial steady condition of the liquid phase is assumed to be
the critical He I state. Next, the initial conditions at the inlet
section of the flow pipe are given as follows:Pl (in)50.20 MPa,
a (in)50.001, el (in)59.351 kJ/kg, kgs(in)510.21, ul (n)(in)
5ul (s)(in)51.0 m/s, v l (n)(in)5v l (s)(in)50.0 m/s, and Nk(in)

5104(m3
•s)21.

Furthermore, the initial conditions of pressure,Pl , a andel at
the exit section the flow pipe are given as follows:Pl (ex)
5101.3 kPa,a (ex)50.9999 andel (ex)50.1047 kJ/kg. For other
physical properties~Maynard@36#, Van Sciver@2#! used in consti-
tutive equations,r l (n) , r l (s) , m l , l l , Sl , ands l are given as a
function of temperature.

The interval of each time step is automatically adjusted during
the computation to satisfy the CFL condition~Harlow and Ams-
den@13#!. We actually calculated solutions on three different grid
densities: 403130, 603200 and 803270 nodes. As a result, we
found that each numerical result shows almost the same profiles,
and the grid independence of the numerical results was confirmed.
Thus, as a compromise between computer memory and accuracy,
we chose to use the 603200 rectangular grid in ther and z di-
rections for the calculations.

2.4 Results and Discussion. Figure 2 shows the numerical
results of the transient evolution of the void fraction,a, contour,
Fig. 3 shows the instantaneous liquid phase pressure,Pl , contour,
Fig. 4 shows the transient evolution of liquid phase temperature,
Tl , contour. From Fig. 2, it is clear that the phase change effec-
tively occurs with time and that the gas phase spreads throughout
the inner flow pipe. In this numerical calculation, it is assumed
that the large gas phase volume fraction region indicates that the
small size bubbles are closely aggregated region, and that the
downstream flow state keeps very closed bubbly flow in large
void fraction region. It is found that the characteristics of super-
fluidity are conspicuous in the large gas phase volume fraction
region where the phase change actively occurs and the pressure
gradient actively changes. The effect of superfluidity with He I to
He II phase transition is mainly caused by the decrease in liquid

phase temperature or internal energy due to the deprivation of
latent heat for vaporization from the liquid phase and the change
of the specific heat of the liquid phase with the change of pressure
gradient. From Fig. 4, it is especially found that the temperature
around the interface between the large gas phase volume fraction
region and the liquid phase region decreases with the increase in
the phase change. The liquid phase temperature decrease due to
the latent heat is characterized by the interfacial energy transfer
terms with the phase change in Eqs.~24! and ~25!. From Figs. 2
and 3, in the region of high volume fraction of the gas phase, the
pressure distribution changes markedly because of the normal
fluid-superfluid transition due to the momentum terms in Eqs.~6!
and~7! that include the temperature gradient term, the momentum
energy gradient term based on relative superfluid-normal fluid ve-
locity, and the superfluid-normal fluid mutual friction interaction
term. Focusing on Fig. 3, the decrease in the absolute value of the
negative pressure gradient and the increase in the absolute value
of the positive pressure gradient are found near the downstream
region passing through the orifice. Immediately after the flow is
initially induced, taking note of the primary feature of the void

Fig. 2 Time evolution of void fraction distributions

Fig. 3 Instantaneous liquid phase pressure contours

Journal of Fluids Engineering DECEMBER 2001, Vol. 123 Õ 815

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



fraction profile, the gas phase leaves from a position behind the
edge of the orifice and is concentrated downstream of orifice due
to the small vortex induced by the He I wake passing through the
orifice, based on the effect of the negative pressure gradient. With
time, the gas phase rises from the edge of the orifice, and the high
volume fraction region of the gas phase moves downstream. It is
found that the phase change effectively occurs with time and that
the gas phase spreads throughout the inner flow pipe, caused by
the decrease in the slip ratio and the gas phase velocity due to the
change of both streamwise and transverse pressure gradients
based on the superfluidity generation. Another reason for the en-
hancement of liquid-vapor phase change is that the existence rate
of the gas phase spread in the pipe per unit time increases with the
increase in the effect of superfluidity. The tendencies of those
numerical results for void fraction, pressure, and temperature pro-
files show qualitatively agreement with the experimental datum of
the cavitation in He II flow by Maki et al.@6#, and Ishii et al.@7#.

Figures 5, 6, and 7 show the instantaneous liquid phase normal
fluid velocity componentvl (n) , the superfluid velocity component
vl (s) , and gas phase velocityvg profiles, respectively. In the case
of temperatures above thel point, we assume that the superfluid
behaves in the same manner as the normal fluid; thus the profile of
vl (s) similar to the profile ofvl (n) denotes the normal fluid velocity
profile. From Figs. 3 and 5, it is found that there is a low-pressure
region passing through the central axis of the orifice induced by
the acceleration of fluid velocity. From Fig. 5, it can be seen that

the magnitude of fluctuation ofvl (n) increases with an increase in
streamwise coordinatez just behind the orifice. From a compari-
son of the results of the two-phase velocity profile between the
superfluid component and the normal fluid component, it is clear
that the counterflow of the superfluid against the normal fluid
occurs in the region where the liquid to vapor phase change ac-
tively occurs; and that the velocity vectors between normal fluid
and superfluid show different profiles. Immediately after the flow
is initially induced, taking note of the primary feature of the liquid
phase velocity profile, profiles ofvl (n) andvl (s) behave similarly;
with time, however, especially downstream of the orifice in the
high volume fraction region of the gas phase, the difference in
velocity profiles is observed due to the counterflow of the super-
fluid against the normal fluid based on the generation of the su-
perfluidity. It is found that the magnitude of the vortex induced by
the He I wake passing through the orifice becomes larger; how-
ever, the vortex has a shape different from that of He II because of
the small viscosity in normal fluid and counterflow of superfluid.
The superfluid counterflow against normal fluid is mainly caused
by the momentum terms in Eqs.~6! and ~7!, i.e., the temperature
gradient term and the momentum energy gradient term for
superfluid-normal fluid relative velocity. The superfluid counter-
flow caused by the effect of these momentum terms is conspicu-
ously found when the vaporization with the He I to He II phase
transition is generated. Furthermore, it is found that the gas phase
is accelerated in streamwise and radial directions, not only by the
buoyancy force but also due to the negative liquid phase pressure

Fig. 4 Time evolution of liquid phase temperature profiles

Fig. 5 Instantaneous normal fluid velocity vector

Fig. 6 Instantaneous superfluid velocity vector

Fig. 7 Instantaneous gas phase velocity vector
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gradient and additional lift forces that act on the bubbles. Contrar-
ily, the gas phase is decelerated due to the additional drag forces
and positive liquid phase pressure gradient that act on the bubbles.
With time, the gas phase motion exhibits diffusing behavior
caused by the interaction between the fluid flow of the gas and
liquid phases. One of the momentum interactions related to the
diffusing behavior is caused by the change of pressure gradient,
which acts on the bubbles due to the superfluid counterflow
against the normal fluid. The gas phase velocity deceleration rate
increases with the increase in the He I to He II phase transition
rate due to the decrease in the negative liquid phase pressure
gradient or the increase of positive pressure gradient around the
interface between gas and liquid phases. The change of the liquid
phase pressure gradient forvg deceleration with the effect of the
spread of the gas phase is caused by the increase of the He II to
He I counterflow with phase transition.

3 Conclusion
The axisymmetric two-dimensional characteristics of the vapor-

liquid two-phase flow of liquid helium in a pipe were numerically
investigated to realize the further development and high perfor-
mance of cooling devices or new cryogenic engineering applica-
tions. First, the governing equations of the two-phase flow of liq-
uid helium based on the unsteady multi-fluid model were
presented and several flow characteristics were numerically calcu-
lated, taking into account the effect of superfluidity. The main
results obtained here can be summarized as follows.

1 It was found that the characteristics of superfluidity are con-
spicuous in the large gas phase volume fraction region where the
phase change actively occurs and the pressure gradient actively
changes. Also, the effect of superfluidity with He I to He II phase
transition is mainly caused by the decrease in liquid phase tem-
perature or internal energy due to the deprivation of latent heat for
vaporization from the liquid phase.

2 The superfluid counterflow against normal fluid caused by
the effect of momentum terms based on superfluidity is conspicu-
ously found when the vaporization with He I to He II phase tran-
sition is generated. Furthermore, the gas phase diffusing behavior
is found with time because of the change of pressure gradient,
which acts on the bubbles due to the superfluid counterflow.

Nomenclature

cp 5 specific heat at constant pressure
cv 5 specific heat at constant volume
D 5 inner diameter of pipe
e 5 specific internal energy
g 5 vector of gravitational acceleration
h 5 specific enthalpy
I 5 unit tensor

N 5 number density
P 5 absolute pressure
R 5 radius of bubble or droplet
r 5 radial coordinate
S 5 specific entropy
T 5 absolute temperature
t 5 time
u 5 velocity component in ther -direction
v 5 velocity component in thez-direction
v 5 vector of velocity
z 5 streamwise coordinate
a 5 void fraction
G 5 phase generation density
k 5 ratio of specific heat
l 5 thermal conductivity
m 5 dynamic viscosity
n 5 kinematic viscosity
r 5 density
s 5 surface tension
u 5 azimuthal coordinate
t 5 viscous stress tensor

v 5 vorticity
V 5 angular velocity vector
R 5 gas constant
0 5 zero vector

Suffixes

c 5 condensation
e 5 evaporation

~ex! 5 exit section of the pipe
g 5 gas phase

( i ) 5 interface
~in! 5 inlet section of the pipe

l 5 liquid phase
(n) 5 normal fluid

s 5 saturation
(s) 5 superfluid

r 5 component in ther direction
T 5 transposed matrix
w 5 wall
z 5 component in thez direction
l 5 l point
u 5 component in theu direction
0 5 initial stationary state
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Predictions of a Turbulent
Separated Flow Using
Commercial CFD Codes
Numerical simulations of the turbulent flow in an asymmetric two-dimensional diffuser
are carried out using three commercial CFD codes: CFX, Fluent, and Star-CD. A low-
Reynolds number k-e model with damping functions and the four-equationv822 f model
are used; the first one is available as a standard feature in all the codes, thev822 f model
was implemented using the User Defined Routines. The flow features a large recirculating
zone due to the adverse pressure gradient in the diffuser; thev822 f predictions agree
very well with the experiments both for the mean velocity and the turbulent kinetic energy.
The length of the separation bubble is also computed within 6 percent of the measured
value. The k-e calculations do not show any recirculation and the agreement with the
measurements is very poor. The three codes employed show very similar characteristics in
terms of convergence and accuracy; in particular, the results obtained using thev822 f
are consistent in all the codes, while appreciable differences are obtained when the k-e is
employed. @DOI: 10.1115/1.1400749#

1 Introduction
Computational Fluid Dynamics tools are becoming standard in

many fields of engineering involving flow of gases and liquids;
numerical simulations are used both in the design phase to select
between different concepts and in the production phase to analyze
performance. Industrial CFD applications require high flexibility
in the grid–generation procedure for complex configurations,
short turn around time, and easy–to–use environments. At
present, several commercial packages are available for the CFD
industrial community; these packages are usually integrated sys-
tems which include a mesh generator, a flow solver, and a visual-
ization tool. Often the numerical techniques adopted in these CFD
codes are well accepted algorithms published in the open litera-
ture; the selection of one technique with respect to others is usu-
ally based on robustness and reliability.

There have been few attempts in the literature to compare the
performance of these codes; laminar and turbulent test cases have
been proposed to several CFD code vendors by the Coordinating
Group for Computational Fluid Dynamics, of the Fluids Engineer-
ing Division of ASME@1#. A series of five benchmark problems
were calculated, with all the mesh generation and simulations per-
formed by the vendors themselves; only two of the problems re-
quired turbulent simulations. The first problem is the flow around
a square cylinder; the flow is unsteady and all the codes predicted
reasonably well the measured Strouhal number. However, poor
accuracy resulted in the prediction of the details of the wake flow
field. It was also noted that, depending on the code used~and
assuming grid-converged results! the same k-e model predicted
very different results. The reasons for this difference can be dif-
ferent grids, no demonstration of grid convergence, different
implementations of the models, and different boundary conditions.
It must also be pointed out that the prediction for this problem is
strongly affected by the treatment of the stagnation point region.
As shown by Durbin@2#, the k-e models predict aspurioushigh
level of turbulent kinetic energy in this region.

The other turbulent problem reported by Freitas@1# was the
three-dimensional developing flow in a 180 degrees bend. In this

case all the solutions reported were unsuccessful in predicting the
measured data in the bend region and the resolved structure of the
flow field was significantly affected by the choice of the turbu-
lence model.

The uncertainties associated with~i ! different computational
grids, ~i i ! boundary conditions definition,~i i i ! convergence, and
~iv! numerical schemes do not allow drawing specific conclusions
about the codes used, other than the usual conclusion thatfurther
research into more advanced turbulence models for use in com-
mercial CFD codes is required@1#.

In order to carry out a fair comparison between different CFD
codes and to establish definitive conclusions on the state–of–the–
art of commercial CFD codes, all the differences~i - iv! must be
fully addressed and, if possible, eliminated. In the present work,
an effort has been made to control all these parameters. The codes
available for comparison are CFX, Fluent, and Star-CD. The ob-
jective is to compare their predictive capabilities for the simula-
tion of a turbulent separated flow. Several turbulence closures
~and near-wall treatments! are available in these codes ranging
from k-e-type models to full Reynolds stress models. The main
focus of the work is on two models: thek-e low-Reynolds model
by Launder and Sharma@3# and thev822 f by Durbin @4#. In
addition, results obtained using different closures are reported.

The k-e model is well described in the literature and has been
widely used. Its implementation poses some challenges and it re-
quires the solution of two transport equations with numerically
stiff source terms. This model is available in all the codes consid-
ered and, although it is not expected to be extremely accurate@5#,
it provides common ground for comparisons between different
codes.

Thev822 f model~implemented in a NASA research code! has
been already successfully used for simulating separated flows@4#,
three dimensional configurations@6# and flows with heat transfer
@7#. It is rather complex involving the solution of four differential
equations~three transport equations plus an Helmotz-type equa-
tions!.

The test case analyzed in this study is a two-dimensional tur-
bulent flow in a diffuser. Due to the adverse pressure gradient the
flow is separated and a large recirculation bubble is generated.
This problem has been selected because a very reliable experi-
mental database is available. Moreover, a detailed Large Eddy
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Simulation study was carried out at the Center for Turbulence
Research and the resulting numerical database is also available for
comparison@8#.

The objective of the paper is to present a detailed and careful
comparison of the simulations performed using three commercial
CFD codes. Although the flow under investigation is geometri-
cally simple, it is challenging for turbulence modeling and must
be considered as a necessary step to evaluate the merits of differ-
ent approaches. In addition, its simplicity allows to control all the
numerical parameters involved in the simulations and to under-
stand the causes of discrepancy between the codes.

The three CFD codes used are briefly introduced in the next
section; the turbulence models with the governing equations are
presented in Sec. 3, while results and comparison are in Sec. 4.

2 Numerical Method
The steady Navier-Stokes~NS! equations for an incompressible

fluid are considered:

]ui

]xi
50 (1)

ui

]uj

]xi
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]xj
F ~n1n t!

]uj

]xj
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]xj
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whereui are the mean velocity components,p is the pressure, and
n and n t the laminar and turbulent viscosity, respectively. Addi-
tional equations for turbulent quantities are considered to compute
the eddy viscosity, and are explained in the following section.

All the codes solve the discretized equations in a segregated
manner, with the SIMPLE~Semi-Implicit Method for Pressure-
Linked Equations! algorithm, or its ‘‘consistent’’ variant, SIM-
PLEC @9#, used to achieve the pressure-velocity coupling for sta-
bility. In the SIMPLE algorithm, the continuity equation~1! is
converted into a discrete Poisson equation for pressure. The dif-
ferential equations are linearized and solved implicitly in se-
quence: starting with the pressure equation~predictor stage!, fol-
lowed by the momentum equations and the pressure correction
equation~corrector stage!. The equations for the scalars~turbulent
quantities! are solved after the updating of both pressure and ve-
locity components. Within this loop, the linearized equations for
each variable, as they arise, are treated using a linear system
solver ~i.e., multigrid, Preconditioned Conjugate Gradient, PCG,
etc.!.

A brief description of the codes is given in the next subsections
with emphasis given only to the features required for this study.
All the codes allow the implementation of customized models
through User Defined Subroutines.

2.1 CFX v4.3. CFX v4.3 is a CFD computer code devel-
oped and marketed by AEA Technologies. The code solves the
three-dimensional NS equations on structured multiblock grids for
both compressible and incompressible flows. Various turbulence
models are available ranging from two-equation to complete Dif-
ferential Reynolds Stress Models~DRSM!. CFX uses a SIMPLEC
pressure-correction scheme~SIMPLE is also available!, and sev-
eral spatial discretizations which include first-order Upwind Dif-
ferencing~UD! and QUICK @10#; central differencing is used for
the pressure. The linear system arising at each iteration is then
solved using a Preconditioned Conjugate Gradient technique.

2.2 Fluent v5.3. Fluent v5.3 is a CFD computer code devel-
oped and marketed by Fluent Inc. The code provides mesh flex-
ibility by unstructured meshes. Turbulence closures range from
one-equation turbulence model up to DRSM@11#.

Fluent employs the SIMPLEC technique and an algebraic mul-
tigrid linear system solver to update the solution at each iteration.
The QUICK spatial discretization technique is available among
others. In particular, a second-order Total Variation Diminishing
~TVD! limited discretization for the pressure in the Poisson equa-
tion is used@12#.

2.3 Star-CD v3.1. Star-CD v3.1 is a CFD computer code
developed and marketed by Computational Dynamics Ltd. The
code solves the three-dimensional NS equations on unstructured
meshes; various linear and non-linear two-equation turbulence
models are available@13#.

Star-CD uses the SIMPLE technique for velocity-pressure cor-
rection and a PCG method to solve the implicit system of equa-
tions; several first and high order spatial discretization schemes
can be used including QUICK.

3 Turbulence Modeling
Several turbulence models are available in the codes presented

in the previous section. Most of them are derived from the stan-
dardk-e model @14# with different treatments of the wall region.

The low-Reynolds model of Launder and Sharma@3# and the
v822 f model@4# are the focus of this work, and are described in
detail. Additional simulations are performed with thek-e Two-
Layer Model@15#, the cubic Non-Linear Eddy-Viscosity~NLEV!
k-e Model @16#, and the Differential Reynolds Stress Model@13#.

The Launder and Sharmak-e model is available as a standard
option in all the codes~a slightly different damping function is
employed in Star-CD!. The v822 f model has been implemented
using the User Defined Subroutines in each of the codes.

3.1 Low-Reynolds k-e Model. The k-e model was intro-
duced by Launder and Spalding@14#. The high Reynolds number
version is obtained by neglecting all the terms containing the ki-
nematic viscosity. In the proximity of solid walls, viscous effects
become important and this assumption no longer holds. Several
modifications have been proposed: in the two-layer formulation
@15#, a simpler model is used close to the wall~usually a one-
equation model! and then the eddy viscosity is patched at a certain
distance from the wall; both Fluent and Star-CD offer this option.
In the damping functions approach@17# algebraic functions are
introduced to correct the behavior of turbulent quantities close to
the wall. Several different choices are available in the open litera-
ture. All the codes have built-in damping function models; in par-
ticular, Fluent has six different versions available. In this work,
the model introduced by Launder and Sharma@3#, which is avail-
able in all the codes, was used.

The k-e equations are:
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The eddy viscosity is obtained from

n t5Cm f mkT (5)

The damping functionsf 1 , f 2 , andf m , the timescaleT and the
extra source termsD andE are:
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where ReT5k2/ne is the turbulent Reynolds number andxn is the
direction normal to walls.
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The damping functionf m used in StarCD is slightly different
from that reported by Launder and Sharma@3#. In order to elimi-
nate this possible cause of discrepancy between the codes, the
eddy viscosity in StarCD has been computed using a User-Defined
Subroutine according to Eq.~5! with f m defined as in~8!.

The same constants have been used in all the codes, corre-
sponding to the values reported by Launder and Sharma@3#. The
implementation of this model is not straightforward because of the
presence of the extra-source terms~10! and~11!. In particular, the
definition of the directionxn , the normal to the wall, maybe dif-
ficult in general geometries and the evaluation of the second de-
rivatives of the velocity vector~Eq. ~10!! is computationally ex-
pensive. The presence of the molecular viscosity in the
expressions~10! and~11! makes the contributions negligible away
from the walls. However, their implementation affects the behav-
ior of turbulent quantities in the viscous-dominated near-wall re-
gions.

3.2 v82Àf Model. Thev822 f turbulence model is an alter-
native to thek-e model and was introduced to model the near-wall
turbulence without the use of exponential damping or wall func-
tions. The model requires the solution of four differential equa-
tions: the basic equations fork ande are the same as before~Eqs.
~3!-~4!! but with the following definitions:

f 15110.045Ak/v82 (12)

f 251 (13)

f m5v82/k (14)

T5maxFk
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E50 (17)

The additional equations model the turbulence velocity scalev82,
and its production,k f :
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whereL is the length scale, defined as
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The eddy-viscosity damping is provided in this case by the
presence ofv82 ~Eq. ~14!! instead ofk in Eq. ~5!. In other words,
the amount of damping is controlled by the ratio betweenv82 and
k ~instead of the turbulent Reynolds number, Ret , like in the k-e
model! which is a measure of the turbulence anisotropy@4#. The
other important feature of thev822 f model is the nonlocality
arising from the solution of an elliptic equation forf .

The v822 f model has been implemented by the author in the
three CFD codes described above. Four additional scalars are
solved and the diffusion, source, and convective terms are speci-
fied according to Eqs.~3!-~4! and~18!-~19!. The eddy viscosity is
then computed according to Eq.~5! and used in the mean flow
Eqs.~1!-~2!.

4 Results
Steady flow in asymmetric, two-dimensional diffuser is consid-

ered. This problem was a test-case for the 8th ERCOFTAC/IAHR/
COST Workshop on Refined Turbulence modeling in Espoo, Fin-
land, 17-18 June 1999.

The geometry is presented in Fig. 1: the inlet conditions are
specified as a fully-developed channel flow at Re520,000 based
on the centerline velocity and the channel height. Separate chan-
nel flow simulations were carried out using each code and each
turbulence model and the resulting profiles are used as inlet con-
ditions for the simulation of the diffuser.

An experimental database is available from Obi et al.@18# and
Buice and Eaton@19#. The data include mean and fluctuating ve-
locities at various stations in the diffuser and skin friction data on
both walls. The data can be obtained directly from the Web
~www.aero.hut.fi/Ercoftac/ws8/case8–2!.

A structured grid consisting of 124365 points in the stream-
wise and wall normal direction, respectively, has been used.
Strong clustering of the grid points at the walls has been used so
that they1 of the first grid point away from the wall is every-
where less than 1. A detail of the computational grid in the region
close to the connection between the channel and the diffuser is
included in Fig. 2.

In Table I a summary of the numerical parameters used for the
computations is reported.

In Fig. 3, convergence histories for the all simulations are pre-
sented. The residuals have been normalized using their values at
the first iteration. The convergence levels reached after 3000 it-
erations are comparable in all the cases. In particular, slightly
lower residuals are obtained using thev822 f in both Fluent and
CFX but not in Star-CD. An extensive analysis of the sensitivity
of the convergence history to the numerical parameters~listed in
Table 1! was outside the scope of the present work and was not

Fig. 1 Asymmetric diffuser geometry

Fig. 2 Computational grid—detail of the channel-diffuser
connection

Table 1 Numerical parameters used for the simulations. Leg-
end: U,V: Mean Velocity Components; P: Pressure; TQ: Turbu-
lent Quantities; CD: Central Differencing; UD: Upwind Differ-
encing; TVD: Total Variation Diminishing.

Spatial Discretization Pressure Correction Under-Relaxation

U,V P TQ U,V P TQ

CFX QUICK CD UD SIMPLEC 0.65 1 0.6
Fluent QUICK TVD UD SIMPLEC 0.65 1 0.6
Star-CD QUICK CD UD SIMPLE 0.70 0.2 0.6
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performed. However, the SIMPLEC algorithm used in CFX and
Fluent seems to be superior to the standard SIMPLE~also avail-
able in the same codes!. This technique is not available in Star-CD
and the other options available did not give better convergence
behaviors. In terms of performance, the unstructured mesh codes
~Fluent and StarCD! behaved similarly, with the structured grid
code ~CFX! being 40 percent faster. The CPU cost of thev82

2f model is about 30 percent more than thek-e model and this is
consistent with the fact that two additional differential equations
are solved. As it is clear from the Fig. 3, no major differences in
terms of convergence speed are observed between the simulations
performed using the two turbulence models even if thev822 f has
been implemented as an external customized module.

In Fig. 4 the streamwise velocity contours are reported for the

Fig. 3 Convergence history „L ` norm …. Left column: v 82Àf model; right column: low-Reynolds k -e model.
„a… CFX v4.3; „b… fluent v5.3; „c… star-CD v3.1.
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two models. The results using thev822 f model show a separation
bubble ~dashed lines! in qualitative agreement with the experi-
mental findings. This recirculation is not captured by the low-
Reynoldsk-e model.

The comparison between the computations and the experimen-
tal data is reported in Fig. 5 for the streamwise velocity at several
stations in the diffuser. Thev822 f results are consistently in good
agreement with the measurements for the mean velocity. In par-

Fig. 4 Mean streamwise velocity—CFX. Contour levels Min ÄÀ0.05; maxÄ1.0, DÄ0.05 „dashed lines negative
values ….

Fig. 5 Streamwise velocity profiles
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ticular, the separation zone is captured~even if the maximum
intensity of the recirculating velocity is underestimated!. The pre-
dictions using thek-e model are in poor agreement with the data
because the model fails to respond correctly to the adverse pres-
sure gradient and misses the separation completely. The compari-
sons reported in Fig. 6 for the turbulent kinetic energy confirm the
quality of thev822 f predictions as compared to thek-e. The peak
of the turbulent intensity is very well predicted by thev822 f
model in the diffuser. However, in the recovery region~after the
reattachement! the model underestimates the level of kinetic en-
ergy. This is consistent with thev822 f calculations shown by
Durbin @4#, the LES results reported by Kaltenbach et al.@8# and
with the recent computations presented by Apsley and Leschziner
@5# using quadratic and cubic nonlineark-e models. Possible rea-
sons for this disagreement are the presence of strong three-
dimensional effects after the flow reattachement and strong non-
equilibrium effects which cannot be correctly accounted for in
single–point closures. The results using thek-e model completely
fail to capture the asymmetric development of the turbulent ki-
netic energy and underestimate its magnitude in the diffuser.

The three codes show some differences when the samek-e
model is invoked. The disparities are in the mean velocity and

especially in turbulent kinetic energy. The very good agreement
obtained by using thev822 f suggests that the differences are not
related to the numerical techniques used to discretize the equa-
tions but to the implementation of the models. For example, dif-
ferent approximations of the terms in~10!-~11! could lead to the
mentioned differences.

In particular, it is worth noting that StarCD and Fluent results
are closer to each other~especially for the turbulent kinetic en-
ergy! than they are with CFX. This may be related to the fact that
both are unstructured mesh codes~whereas CFD is a structured
grid solver! and they deal similarly with the issues~mentioned at
the end of Sec. 3.1! related to the computation of the cross deriva-
tives in the term D~Eq. ~10!! and the evaluation of the wall
normal direction. It is also useful to add that the use of the stan-
dard f m damping function available in StarCD~instead of the one
reported in ~8!! leads to somewhat different results which no
longer agree with the Fluent results.

Finally in Fig. 7 the skin friction coefficients on the lower and
upper walls are reported. The separation bubble on the curved
wall is indicated by a negative skin friction fromx/H'7 to
x/H'30; the v822 f model predicts the bubble in very close
agreement with the experiments. Thek-e model fails to predict

Fig. 6 Turbulent kinetic energy profiles
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any separation~as already noted!. In addition, the three codes
predicts quite different friction levels when thek-e closure is em-
ployed.

In order to assess the grid sensitivity of the results presented,
additional calculations on a refined grid were carried out. The grid
was obtained by doubling the number of points in the two direc-
tions. The comparison between coarse and fine grid is reported in
Fig. 8, in terms of mean flow velocity and turbulent kinetic energy
profiles using Fluent and the low-Reynoldsk-e model. The results
show that a grid converged solution has been reached. Similar
comparisons are obtained for the other two codes. In addition, the
results obtained using a high-order upwind discretization for the
turbulent quantities are also reported on the same plots. The dif-
ference, in this case, is very small being the flow dominated by
turbulence generation. This conclusion does not apply to more
complex situations where the use of high-order differencing for
the turbulent equations is mandatory.

The grid convergence study shows that the results obtained are
not dependent on the grid and therefore, the differences in the
streamwise velocity profiles in Fig. 5 and in the turbulent kinetic
energy in Fig. 6, are not directly related to discretization accuracy
or to the presence of artificial dissipation. One possible cause of
the discrepancy between the codes is the presence of limiters/
smoothers in the solution procedure. These operators are usually

employed toenforcethe positivity of selected quantities~turbulent
variables, for example! and to improve convergence quality.

Additional simulations are performed using different turbulence
models to explore capabilities of the CFD codes tested and the
results are presented in Fig. 9. The standardk-e model with the
two-layer near-wall treatment gives results which are closely com-
parable to the predictions presented in Figs. 5 and 6~using the
damping functions!. The separation on the bottom wall is not cap-
tured and the asymmetry in the turbulent kinetic energy profiles is
very small. The two-layer treatment of the near-wall regions is
available in both Fluent and StarCD and the results are compa-
rable. On the other hand, the Nonlinear version of the Launder
and Sharmak-e model ~available only in StarCD! captures the
separation and gives a reasonably good representation of the tur-
bulent kinetic energy. The results are in agreement with the ex-
periments and close to the predictions of thev822 f model. These
results are also in agreement with the data reported in the work by
Apsley and Leschziner@5#.

Finally, results are also presented for calculations with the
DRSM model in low-Reynolds number form. This model is avail-
able in Fluent~in CFX only a High-Reynolds number version is
available!. The DRSM predictions do not show the expected im-
provement with respect to the standardk-e model. This could be
partly related to the near-wall treatment based on the two-layer

Fig. 7 Skin friction distribution on the diffuser walls. Left column: v 82Àf model; right column: low-Reynolds k -e
model. „a… Lower wall; „b… Upper wall.
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approach. Calculations performed in a similar configuration with
the high-Reynolds version of the DRSM in Fluent@11# demon-
strated good agreement with the experimental measurements.

It is worth noting that the two-layerk-e required about the same
amount of CPU as the Launder and Sharma model presented be-
fore and the convergence behavior was very similar. On the other
hand, a slight increase in computational time is associated with
the NLEV model and 25 percent more iterations were required to
achieve the same drop in the residuals. The DRSM simulation
required a CPU comparable with thev822 f one ~the number of
differential equations to be solved is the same for two-dimensional
problems! but almost twice as many iterations were required to
achieve convergence.

5 Conclusions
A comparison between three CFD commercial codes, namely

CFX, Fluent, and Star-CD, is reported for turbulent flow in a
planar asymmetric diffuser. Two turbulence models have been
used. The first is the low-Reynolds numberk-e model~with Laun-
der and Sharma damping functions! which is available as a stan-
dard feature in the codes. The second model is thev822 f model
that has been implemented through the User Defined Routines in
the three codes.

The same grid and the same spatial discretization have been
used for all the simulations. In addition, a similar iterative proce-

dure based on the SIMPLE technique has been used. In terms of
convergence behavior, all the codes reach the steady-state ap-
proximately in the same number of iterations, regardless of the
turbulence model used. The accuracy of the calculations as com-
pared to the experimental and LES data is very good using the
v822 f model. The length of the recirculation region is captured to
within 6 percent and the skin friction on both walls agree reason-
ably well with the data. The negative velocity in the separation
bubble is slightly underestimated. The results using thek-e model
do not show any recirculation. The flow is fully attached and this
leads to a severe underprediction of the maximum velocity in the
diffuser.

An effort was made to control all aspects of the simulations so
that the same results were expected using different codes. In par-
ticular, the implementation of thev822 f turbulence model was
carried out the same way in the three codes; indeedv822 f results
do show an almost perfect agreement between CFX and Star-CD
with Fluent being slightly more dissipative. The results using the
k-e model, on the other hand, show strong sensitivity to the code
used. The model formulation is exactly the one proposed by Laun-
der and Sharma, but the results are different~especially in terms
of turbulent quantities and friction coefficients!. This may be due
to differences in implementation details which are not specified in
the user manuals. In general, the differences between thek-e re-
sults are much larger than those obtained usingv822 f , suggest-

Fig. 8 Grid convergence and differencing scheme dependency—Fluent low-reynolds k -e model
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ing that the differences are less due to details of the numerical
procedures in the codes than to the implementation of the turbu-
lence models.

Today, one of the challenges in using commercial CFD codes is
to choose between several physical/numerical models available.
The cross comparison presented in this work proved that the basic
numerical techniques~default options! are reliable and deliver the
expected performance in terms of accuracy and convergence at
least when the computational grid and the boundary conditions are
defined carefully. On the other hand, the selection of the correct
physical model~in this case the turbulence model! is crucial for
the success of the simulations. Using one of the available turbu-
lence models the results were not accurate and, in addition, not
reproducible using different codes.

The v822 f model was implemented in CFX, Fluent, and
StarCDonly using the User Defined Routine feature. Even if the
model is rather complex~involving three differential transport
equations and a Helmotz-like equation! no particular difficulty
was faced by the author. The performance of the codes was not
compromised when compared with built-in models, and the ex-
pected accuracy level was reached with all the commercial codes
tested. This demonstrates that the implementation of a customized

physical model in an industrial tool is an available option for CFD
practitioners thus shortening the distance between published re-
search work and real–world applications.
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Lämmersieth 90, 22305 Hamburg, Germany

S. K. Som
Department of Mechanical Engineering,

Indian Institute of Technology,
Kharagpur, 721 302, India

Formation of Air Core in Nozzles
With Tangential Entry
The process of formation of air core and its development with time, inside one cylindrical
and one conical nozzle having two tangential entries, has been analyzed experimentally
and numerically. Experiments have been carried out using Plexiglas nozzles and water in
ambient air; the air core has then been photographed for different nozzles and flow
parameters. Numerical simulations have been performed using a finite volume method
that employs unstructured grids with cell-wise local refinement and an interface-capturing
scheme to predict the shape of the air core. The shape of the air core inside the cylindrical
nozzle is found to be helicoidal at steady state for higher inlet velocity, whereas the shape
of the free surface remains nearly cylindrical for low inlet velocity. In the conical nozzle,
the air core is nearly axisymmetric in experiments. So only two-dimensional simulations
are performed; the air core widens at the end of conical section as it approaches nozzle
exit. For both nozzles numerical simulation predicts qualitatively and to a large extent
also quantitatively the correct shape of the air core and the angle of the spray at the
nozzle exit, as verified by comparisons with experimentally observed shapes.
@DOI: 10.1115/1.1412845#

Introduction

Nozzles are used in many practical applications, for example in
combustion chambers and spray driers, where it is desired to in-
crease the liquid velocity at the nozzle exit. Normally such
nozzles are made conical in shape such that the increase in veloc-
ity occurs at the exit plane of the nozzle because of the reduction
in cross sectional area. The increased velocity at the nozzle exit
can serve two purposes. First, a jet of higher velocity can pen-
etrate a longer distance into the surrounding medium, and second,
the higher velocity of liquid jet causes its fragmentation into
smaller droplets, thus enhancing evaporation of liquid droplets
and mixing of vapor with the surrounding ambience.

The formation and mixing of droplets depends on the spreading
of the spray, which in turn is dictated by the jet cone angle at the
nozzle exit plane. The jet cone angle also depends on physical
properties of the fluid as well as on the geometry of the nozzle. A
cylindrical nozzle is much simpler to manufacture than the conical
one, however, both cylindrical and conical nozzles cannot produce
high spray cone angle at the exit unless initial swirl is imparted to
the inlet fluid. In order to achieve this, vane swillers can be used
at the nozzle inlet, which again make the manufacturing compli-
cated. Another possibility is to connect a tangential entry port to a
cylindrical nozzle, which assures that the liquid exits nozzle with
sufficient tangential velocity to form a higher jet cone angle. Such
nozzles are much simpler to design and manufacture and find their
application e.g., in combustion chambers of aircraft and rocket
engines.

In the operation of such type of nozzles, the most interesting
phenomenon is the formation of an air core within the nozzle. The
fluid enters the nozzle tangentially~having no axial component!
so it has a tendency to stick to the outer nozzle wall, causing the
pressure at the nozzle center to decrease. When the core pressure
falls below the ambient pressure to which the nozzle is discharg-
ing, the ambient fluid gets sucked into the nozzle forming an air
core. This is true for both cylindrical and conical nozzles. How-
ever, while in a conical nozzle the air core remains nearly axi-
symmetric with increased diameter near nozzle exit, it can attain a

complicated helical shape in a cylindrical nozzle so that the jet at
nozzle exit does not have a circular but rather an elliptical cross-
section.

The development of an air core in a nozzle is a very rapid
process, which takes place only for sufficiently high inlet velocity
or flow rate. High-speed cameras are needed to capture the air-
core formation, which requires a substantial investment. However,
it is possible to capture the development of air core in the nozzle
numerically, by solving the Navier-Stokes equations along with an
equation for the volume fraction of liquid. This shall be demon-
strated here for one cylindrical and one conical nozzle by com-
paring the results of numerical simulations with experimentally
observed air core shapes.

Many articles on swirl spray nozzles which describe the air core
and spray cone angle both experimentally and theoretically have
been published@1–10#. Rizk and Lefebvre@5# have shown the
internal flow characteristics in a swirl spray nozzle experimentally
and Datta and Som@3# have computed the air core diameter in a
two-dimensional axisymmetric conical swirl spray nozzle with the
help of the least resistance theory by comparing the pressure drop
in the nozzle for different diameters of the preimposed air core.
Som and Mukherjee@7# and Som and Biswas@9# have shown the
initiation of air core in a swirl nozzle for power law fluids by
solving the boundary-layer equations in a conical nozzle through
momentum integral method. The air core in their analysis was
predicted to be cylindrical and was always over-predicted com-
pared with the experiment. Literature survey shows that—to our
knowledge—there are no published results on numerical simula-
tions of air core formation in cylindrical nozzles with tangential
entry. The reason is that, methods which allow simulations of
two-fluid flow with complicated free-surface patterns have only
recently emerged@11–13#. One such method developed by
Muzaferija and Peric@13# has been successfully used in this study.

Description of Nozzles and Experimental Setup
Figure 1 shows the geometry of the cylindrical nozzle. The

nozzle was made by drilling a centered hole with 4.8 mm diameter
and 27 mm deep into a perspex rod 20 mm in diameter and 50 mm
long. Two holes with 2.4 mm diameter were drilled so that they
entered tangentially into the central hole at its end, as shown in
Fig. 1. Extension pipes of inner diameter 2.4 mm were connected
to the tangential ports; to each pipe a flexible hose was attached.
Water from a supply tank was pumped into the nozzle through
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these two pipes. Before the water gets bifurcated into the two
tangential inlet ports, it was made to pass through a rotameter
where the total flow into the nozzle was recorded. The rotameter
was calibrated against the direct method of flow measurement by
collecting water in tank during a known interval of time to yield
an accuracy of more than 98 percent in the measurement of flow.
The rotameter was fixed with a valve in its upstream section so
that the total flow rate could be controlled. The two branches of
the inlet ports were also fitted with two bourdon type pressure
gauges to know the inlet water pressure at the entrance to both
ports. The pressure gauges were also serving as indicators to make
sure that the flow rate is the same through both ports. The pressure
gauges were calibrated with a dead weight tester before the ex-
periment.

To start with, the cylindrical nozzle is full of air. When the
valves are opened, water enters through the inlet ports into the
nozzle displacing the air. It is difficult to observe the initial tran-
sient phase expementally without the help of expensive high-
speed cameras, because at inlet velocities of the order of 10 m/s,
the nozzle is filled with water within a millisecond. Also, there is
always initially some air in the pipes so that it takes a second or
two to obtain the steady flow. Therefore, only the steady flow
patterns have been photographed in the experiment. The shape of
the air core can be clearly seen in photographs~Fig. 3!. The pho-
tographs are scanned and the measurement of the air core is made
from a magnified picture obtained from the computer. It should be
noted here that the final magnified picture of air core from the
computer has three stages of magnification. The air core viewed
by normal eye from outside the nozzle appears to be magnified
due to the refraction of light through water, nozzle wall and air at
the core of the nozzle. The air core was further magnified while
taking the photograph. The photograph after being scanned was
further magnified in the computer for final measurement. The first
stage magnification due to refraction of light from the air core
inside the nozzle was taken care of by incorporating a magnifica-
tion factor determined from the theory of optics by taking the
refractive indices of air, water and nozzle material~behaving as a
thick curved lens! in to account. The second stage magnification
by the camera was known by putting a standard millimeter scale
by the side of the nozzle while taking the photograph. The last
stage magnification of the scanned photograph was also known
from the computer itself. The uncertainty in the measured values
of air core diameter was simply the error in the experimental
measurements, which was estimated to be below 5percent due to a
large magnification of air core compared to the resolution in the
linear scale of measurement. The fluctuations in the measurement
of air core diameter from different photographs were found to be
less than 5percent.

In Fig. 1 the conical nozzle used in experiments is also shown.

It has a larger settling chamber, known as swirl chamber, but a
smaller exit diameter than the cylindrical nozzle. Air core is
formed in both nozzles over a wide range of operating conditions.
We shall present here results obtained with inlet velocities in entry
ports of 5.313 m/s~conical nozzle! and 11 m/s ~cylindrical
nozzle!. The flow attains a nearly steady state; although some
fluctuation in the shape of air core has been observed, it was
difficult to quantify. Numerical simulations also indicate that for
some flow parameters the air core ‘‘breathes’’ after attaining its
final shape so that its diameter varies within few percent without
significant further changes.

Numerical Solution Methodology
The finite volume method for incompressible viscous flows

with free surfaces is described in detail in Muzaferija and Peric
@13#; here we describe it only briefly. The starting point are the
conservation equations for mass, momentum, and scalar quantities
~e.g., energy or chemical species! in their integral from:

d

dt En
rdV2E

s
r~n2nb!.ndS50 (1)

d

dt En
ruidV2E

s
rui~n2nb!.ndS5E

s
~t i j .i2p.i i !.ndS

1E
n
rbidV (2)

d

dt En
rfdV2E

s
rf~n2nb!.ndS5E

s
G¹f.ndS1E

n
rbfdV

(3)

In these equations,r is the fluid density,V is the control volume
~CV! bounded by a closed surfaceS,n is the fluid velocity vector
whose Cartesian components areui ,nb is the velocity of the CV
surface andt is time.G represents the diffusion coefficient andbw
is the volumetric source of the conserved scalar quantityw, p is
the pressure,bi is the body force in the direction of the Cartesian
coordinatexi , n is the unit vector normal toS and directed out-
wards, andt i j are the components of the viscous stress tensor,
including the contribution from an eddy-viscosity turbulence
model if the flow is treated as turbulent.

Interface-capturing method and HRIC~High-Resolution Inter-
face Capturing! scheme@13# have been used to simulate the free-
surface effects. In addition to the conservation equations for mass
and momentum, a transport equation for void fraction of the liquid
phasec has been introduced:

d

dt En
cdV2E

s
c~n2nb!.ndS50 (4)

The grid extends to both liquid and gas phase; the void fractionc
is set equal to 1 for CVs filled by liquid and 0 for CVs filled by
gas. Both fluids are treated as a single effective fluid whose prop-
erties vary in space according to the volume fraction of each
phase, i.e.:

r5r1c1r2~12c!, m5m1c1m2~12c! (5)

where subscripts 1 and 2 denote the two fluids~e.g., liquid and
gas!.

The effects of surface tension at the interface between two flu-
ids are taken into account through a body force as a function of
the volume fractionc, which is achieved by introducing thecon-
tinuum surface force~CSF! model @14#. The CSF model uses the
smoothed field ofc to define a unit vector normal to the interface
with the help of the gradient vector ofc; the divergence of this
unit vector defines the curvature of the interface,k. The surface
tension force and the curvature can thus be expressed as:

Fig. 1 Geometry of the cylindrical „upper … and conical „lower …
nozzle used in experimental and numerical investigations of
air-core formation „dimensions are given in millimeters; arrows
indicate water flow direction …
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where,s is the surface tension coefficient.
The solution domain is subdivided into a finite number of non-

overlapping control volumes~CVs!; in the center of each control
volume lies the computational point at which the known quantities
are specified and the unknown variables are to be computed. Lo-
cal refinement can be used to achieve finer resolution in regions of
rapid change of the variables, as indicated in Fig. 2. The control
volumes are treated as polyhedra and can have an arbitrary num-
ber of neighbors~unstructured grids!.

Equations~1!–~3! are applied to each CV and then discretized,
leading to one algebraic equation per CV in which variables from
immediate neighbors also feature. All integrals are approximated
using midpoint rule, i.e., the function to be integrated is evaluated
at the center of the integration domain and multiplied by the area,
volume, or time interval over which the integration takes place. In
order to evaluate the function at the center of the integration do-
main, one needs to introduce further approximations: interpolation
and differentiation. In space, linear interpolation is used, while in
time either linear or quadratic shape functions are used. The dif-
fusive fluxes require that the derivatives in the direction normal to
CV faces be computed at each cell-face center; these are obtained
from linear shape functions with the help of least-squares method
or Gauss-theorem. The integration in time is fully implicit~either
implicit Euler, which is a first-order method, or three-time-level
scheme, which is of second order!. The spatial integration is also
of either first or second order, depending on the approximation of
convected variable in convective fluxes~upwind or central differ-
encing, or a blend of the two!. In order to keep the computational
molecule limited to cell center node and centers of nearest neigh-
bor cells, deferred-correctionapproach is used: low-order ap-
proximations which use only nearest neighbors are used to con-
struct the coefficient matrix, and the difference between the
desired approximation and the low-order one is computed explic-
itly from the values obtained in the previous iteration and added to
the source term on the right-hand side of the equation. More de-
tails on individual steps in the discretization procedure can be
found in Muzaferija and Peric@13#.

The algebraic equation obtained at the end in each CV has the
following form:

aP0
fP0

1(
j 51

nj

aPl
fpj

5bP0
(7)

For the solution domain as a whole, a matrix equation results,

Aw5b (8)

Here,nj is the number of internal cell faces surrounding cellP0
and the right-hand sideb contains source terms, contributions
from boundary faces~Dirichlet boundary conditions! and also
parts of convective and diffusive fluxes which are for the sake of
computational efficiency treated explicitly using deferred correc-
tion approach.

In order to calculate the pressure field and to couple it properly
to the velocity field, a pressure-correction method of SIMPLE-
type is used@15#. Velocities computed from momentum equations
using pressure from previous iteration step are corrected to en-
force mass conservation, and the correction to cell-face velocity is
proportional to the gradient of pressure correction, leading to a
Poisson-type pressure-correction equation. Turbulence is taken
into account by solving two additional transport equations for tur-
bulent kinetic energyk and its dissipation rate« and adding an
eddy viscosity~computed with help of these two quantities! to the
molecular viscosity. When solving the Eq.~4!, a special interpo-
lation method is used to compute the cell-face value of the volume
fraction c ~HRIC-scheme@13#!, which is designed to keep the
interface sharp~i.e., avoid spreading due to numerical diffusion!
and to maintainc bounded~i.e., c is not allowed to become less
than zero or greater than unity!. This is achieved by blending the
upwind and downwind approximations, with blending factor be-
ing a function of the local profile ofc, the orientation of interface
relative to cell face, and the local Courant number.

Equation ~7! is obtained for each variable~velocity compo-
nents, pressure-correction, volume fraction, turbulent kinetic en-
ergy, etc.!. Due to the nonlinearity of the underlying equations, the
solution of the linearized system of algebraic equations~8! is ob-
tained using iterative methods from the conjugate-gradient family
~inner iterations!. The solution of linear equation systems is re-
peated in turn for each variable until the non-linear, coupled sys-
tem is satisfied to a prescribed tolerance.
The computational steps can be summarized as follows:

1 Provide the initial values for the dependent variables~at time
t0!.

2 Advance the time byDt and startouter iterations to find the
solution at the new time level.

3 Assemble and solve the linearized algebraic equations~inner
iterations! for the velocity components in turn, employing the
currently available mass fluxes and other dependent vari-
ables.

4 Assemble and solve the linearized algebraic equations for
turbulent kinetic energyk and its dissipation rate« and obtain
turbulent diffusion coefficients, if the flow is turbulent.

5 Assemble and solve the linearized algebraic equations for
volume fraction.

6 Update fluid properties according to distribution of volume
fraction and turbulence quantities.

7 Return to Step 3 and repeat until the sum of the absolute
residuals for all equations has fallen by a prescribed number
of orders of magnitude.

8 Return to step 2 and repeat until the prescribed number of
time steps is completed.

Inner iterations are stopped when the residual norm has fallen an
order of magnitude; for outer iterations, the level of residuals
before inner iterations are started is monitored and the solution is
assumed to have converged when the residual norm has fallen
three to four orders of magnitude. More details on the method are
available in@13#. It is implemented in the commercial code Comet
@16#, which has been used in this study.

Results and Discussion

Experimental Observations. Figure 3 shows the photograph
of air core a conical nozzle. The total flow rate was 5.3
31025 m3/s, which corresponds to the mean velocity in the two

Fig. 2 A control volume in a two-dimensional grid with cell-
wise local refinement and the notation used
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tangential inlet ports of 5.313 m/s. The photograph shown in Fig.
3 is representative of a wide range of flow rates. In all cases the
air core is nearly axisymmetric; it widens as the conical section
ends, remains again nearly cylindrical in the straight part of the
nozzle exit hole, and widens again after nozzle exit, where water
jet attains a conical form. The spreading of water jet in radial
direction is due to the swirl introduced through tangential water
entry into the nozzle. Due to the fact that the flow rate is constant
in any cross-section, with increasing jet diameter and nearly con-
stant velocity, the thickness of the annular jet sheet reduces, lead-
ing eventually to fragmentation into droplets. Jet instability and
surface tension play a major role in this process.

The user can control the spreading rate and the size and distri-
bution of droplets by changing the nozzle geometry~diameter
ratio between nozzle and settling chamber, length of conical and
straight section, nozzle diameter, surface roughness! and the inlet
velocity ~i.e., for the same flow rate changing the diameter and
shape of tangential inlet ports!. Higher swirl at inlet leads to a
wider opening of the annular water jet.

Figure 4 shows a photograph of the air core obtained in the
cylindrical nozzle at the flow rate of 1024 m3/s, which corre-
sponds to mean velocity in inlet ports of 11 m/s. It can be clearly
seen that the air core has a helical shape with some secondary
disturbances, unlike in the above case of the conical nozzle where
the air core had a smooth, cylindrical surface. The helical shape of
the air core has been observed up to an inlet Reynolds number

~based on mean velocity and diameter of the inlet port! of 40000,
with a maximum of two twists for the same length of the nozzle.
However, for low flow rates~below an inlet Reynolds number of
3000!, the shape of the air core was nearly cylindrical except in
the vicinity of the inlet zone.

Numerical Computations. Since in the case of a conical
nozzle the flow appears to be steady with a nearly axi-symmetric
air core, a two-dimensional~2D! simulation could be performed.
Therefore, the numerical grid has been constructed so that it cov-
ers a slice 2 degrees wide with only one cell in circumferential
direction~three-dimensional cells are generated because the com-
puter code used requires volumetric cells even when the simula-
tion is two-dimensional!. Figure 5 shows part of the grid covering
the nozzle and a small distance downstream of its exit; the actual
solution domain extended up to 7 millimeters downstream and 8
mm in radial direction away from nozzle exit. Since the flow is
swirling, momentum equations have been solved for all three ve-
locity components~axial, radial, and circumferential!; however,
the condition of zero gradient in circumferential direction allows
for a 2D simulation, which greatly reduces the computational cost.

The grid shown in Fig. 5 is the coarse one; another grid has
been generated by subdividing each cell of the coarse grid into
four finer cells ~by halving it in axial and radial direction!.
The two grids had 5910 and 23640 control volumes~CVs!,
respectively.

In order to be able to perform a 2D-simulation of the flow in a
nozzle whose geometry at inlet is actually three-dimensional, one
needs to apply an appropriate approximation at the inlet boundary
of the solution domain. To this end a portion of the outer nozzle
wall next to its base has been declared inlet~19 CVs from upper
left corner, total length 2.4927 mm!: at these boundary faces, ra-
dial velocity of 0.84566 m/s~inward! and circumferential velocity
of 5.313 m/s have been prescribed. The radial component has
been set so that the same flow rate is obtained as in the actual
geometry; the circumferential velocity has been set equal to the
mean velocity in the tangential inlet ports, since this ensures that
the same angular momentum enters the nozzle. At the outlet cross-
section, constant ambient pressure was prescribed. All other
boundaries were treated as no-slip walls.

Although the Reynolds number in the inlet port is above critical
~Re513300, based on mean velocity of 5.313 m/s and pipe diam-
eter of 2.52 mm! and the flow is turbulent there, it is expected that
turbulence will not play any important role in the nozzle, due to
the stabilizing effect of streamline curvature. Indeed, laminar flow
simulation did converge to a steady solution, which would not be
possible if the flow were turbulent. Therefore, no turbulence
model was used.

Initially, the nozzle is full of air at rest. The start of simulation
with prescribed constant inlet velocities corresponds to an instan-
taneous opening of valve in experiment, which does not quite
corresponds to the reality; however, since we are looking for a
steady solution, the initial development of flow is of no interest.
Therefore, a pseudo-transient simulation has been performed~one
outer iteration per time step, so that intermediate solutions are not
time-accurate! until a nearly steady-state has been reached. The

Fig. 4 A photograph of air core in the cylindrical nozzle, show-
ing a helical shape with two main twists and some secondary
disturbance

Fig. 3 A photograph of air core in the conical nozzle, also
showing the spreading of annular water jet at nozzle exit

Fig. 5 Numerical grid „coarse … used for the simulation of flow in the conical nozzle, indicating local refinement
near inlet, nozzle throat, exit section, and air core region
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solution would not come to a complete steadiness due to large
vortices in air near exit cross-section. Thereafter, transient com-
putation has been continued for a while, and a small fluctuation in
air core size and the angle of water jet have been observed; these
were, however, rather small~less than 1%!, so the simulation
could be stopped. The simulation is then repeated on the refined
grid, taking the coarse-grid solution as the initial condition; this
way the fine-grid simulation did not take many time steps to reach
the steady state~around 1000 steps of 0.001 millisecond!.

The results on the two grids—as far as the shape and size of the
air core is concerned—differ very little. The main parameters for
comparison are: the diameter of air core at nozzle base,d1 , and in
the middle of the nozzle exit hole,d2 , and the outer angle of the
annular water jet downstream of nozzle,a. The values obtained
on the two grids are summarized in Table 1. The values obtained
from photographs taken during experiment are also given in Table
1; the reading errors and the fluctuation between different photo-
graphs are believed to be below 5%. Based on the difference
between the solutions on the two grids, it can be concluded that
the discretization errors on the finer grid are small~of the order of
1%!, which is probably smaller than the modeling errors~most of
all due to the 2D-approximation!. All figures below were taken
from the fine-grid simulation.

Figure 6 shows computed pressure distribution in the nozzle. It
indicates that the pressure is minimum in the core~ca. 8000 Pa
below ambient pressure!, which is the reason for air being sucked
into nozzle. This figure also shows that pressure varies little at the
outer diameter, while a very rapid variation takes place near the
air core.

Figure 7 shows computed axial velocities in the nozzle. It
shows complicated radial profiles of axial velocity within the
nozzle: velocity is high near the conical wall, reduces rapidly with
wall distance, rises again to its maximum near the free surface and
reverses to about the same value in the opposite direction at the
symmetry axis. The free surface position can not be identified in
this figure, as the axial velocity varies smoothly across it.

Figure 8 shows computed distribution of circumferential veloc-
ity component within the nozzle. It attains maximum values near
the air core: from the prescribed value at inlet~5.313 m/s! the
swirl velocity rises to over 40 m/s at small radii, indicating that
the distribution of circumferential velocity resembles that of a
potential vortex. At nozzle exit the swirl is still strong with cir-
cumferential velocities about 30 m/s.

Finally, Fig. 9 shows the computed free surface shape in the
cross-section through the nozzle. The thickening of the air core at
the end of conical section and the spreading and thinning of the
annular water jet at nozzle exit are clearly seen; the qualitative
agreement with the photograph in Fig. 3 is obvious. As data in
Table 1 show, the quantitative agreement is also satisfactory. Test
calculation at a higher swirl velocity and the same flow
rate showed similar shape and dimensions of the air core, but the
angle of the spray has increased, which agrees with experimental
observations.

Since the air core shape in the cylindrical nozzle is three-
dimensional~3D!, here a 3D-simulation had to be performed. The
grid used in the simulation is shown in Fig. 10. Here only the flow
within nozzle has been computed to save on computing time; it is
expected that the spreading of water jet outside nozzle has little
effect on the shape of air core inside nozzle. The grid is unstruc-
tured with local refinements and has 116 960 CVs.

In this case we have performed a time-accurate simulation of
the development of air core, since this could not be observed in
experiment due to the lack of sophisticated equipment. The com-
putations, on the other hand, could be performed on a PC with 256
MB of memory and—although they lasted several days—the cost
of the numerical analysis is much lower than that of the needed
equipment for more detailed experimental analysis. Simulation
started with nozzle filled with air at rest; constant inlet velocity

Table 1 Dimensions of the air core and the jet angle as com-
puted on the two grids

Source d1 d2 a

5910 CV 0.76 mm 1.24 mm 28.4°
23640 CV 0.79 mm 1.26 mm 31.0°

Experiment 0.67 mm 1.15 mm 27°–29°

Fig. 6 Computed pressure distribution in the nozzle „lowest at
symmetry line, largest at outer wall …

Fig. 7 Computed axial velocity within conical nozzle

Fig. 8 Computed distribution of circumferential velocity in the
nozzle

Fig. 9 Computed free surface shape in a cross-section
through the conical nozzle
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equal to the mean velocity in supply tubes has been imposed as
the inlet boundary condition, while at outlet the ambient~con-
stant! pressure has been prescribed.

Figure 11 shows distribution of water and air and the velocity
vectors in the longitudinal cross-section through the nozzle at four
time instants, 1 ms apart~each 500 time steps after the simulation
started!. Initially, incoming water jets from tangential entry ports
fill the nozzle cross-section with water and trap some air at the
nozzle base; later on, when low pressure due to spinning is created

at symmetry line, air starts flowing into the nozzle from outside
and water remains attached to the outer nozzle wall, flowing
gradually toward the exit.

These figures show also the complicated flow patterns inside
nozzle during the filling process. Several recirculation zones and
stagnation regions can be identified, which move as more water
flows in. After 2000 time steps, the changes become less pro-
nounced and a nearly-steady state is attained. The air core does
not have a cylindrical shape as in the conical nozzle, as the last
figure in Fig. 11 shows. The cross-sectional shape of air core is
actually elliptical, and the ellipse turns two times as one moves
down the nozzle axis. This is clearly seen in Fig. 12, which shows
the air core as a three-dimensional object with side lighting, thus
showing the helical surface shape. Water fills the space between
this core and the outer nozzle diameter.

Comparison with photograph from experiment shown in Fig. 4
revels a remarkable similarity, including the appearance of sec-
ondary disturbance superimposed over the primary helical shape.
The mean diameter of the air core corresponds also closely to the
value observed in experiment.

In another experiment the flow rate was reduced to 9.1
31026 m3/s. The air core was more or less cylindrical in this
case, except the zone very near to the inlet. Near to the inlet the
air core has an elliptic cross-section and thereafter it remains cy-
lindrical without any twist. Thus the air core with low inlet veloc-
ity, inlet Re,3000, does not become helical. As soon as the inlet
velocity is increased, the shape of the air core changes and be-
comes helical again. Numerical simulation for the lower flow rate
also produced a cylindrical air core, thus certifying that both
qualitative and—at least to some extent—quantitative changes in
flow pattern and air core shape can be predicted using the numeri-
cal method that has been employed in the present study.

Conclusions
The numerical solution of the Navier-Stokes equations along

with the mass and volume fraction conservation equations for
both air and water has been shown to provide results for water
flows in both conical and cylindrical nozzles which agree both
qualitatively and to a large extent also quantitatively with experi-
mental observations. In particular, the shape of air core has been
correctly predicted for both nozzles, including a complex twisted
3D-shape in the case of a cylindrical nozzle. Also, the jet spread-
ing angle in the case of a conical nozzle has been correctly pre-
dicted, as well as its dependence on the swirl introduced through
tangential ports. For cylindrical nozzles the simulation also shows
that the air core becomes also cylindrical when the flow rate be-
comes lower than a certain limiting value.

It has also been demonstrated that 2D-simulations can be suc-
cessfully performed for nozzles with two tangential entries if the
air core is axisymmetric, by employing a suitable simplification of
boundary conditions and imposing zero-gradient in circumferen-
tial direction. In this way much finer grids can be used~thus
eliminating discretization errors! at significant savings in comput-
ing times~couple of hours instead of couple of days on a personal
computer!. The numerical method used here can thus be employed
as an engineering tool in the process of nozzle optimization.

Fig. 10 Numerical grid used to compute the flow in a cylindri-
cal nozzle, also showing distribution of water and air at nozzle
exit

Fig. 11 Development of air core during the filling of the nozzle:
distribution of water and air with velocity vectors in a longitu-
dinal cross-section through the nozzle at four time instants,
500 time steps apart.

Fig. 12 The computed shape of the air core in a cylindrical
nozzle
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Stability Criteria of the Steady
Flow of a Liquid Containing
Bubbles Along a Nozzle
The steady cavitating flow through a converging-diverging nozzle is considered. A con-
tinuum model is assumed with the Rayleigh-Plesset equation to account for the bubble
dynamics. A similar problem has been studied previously by Wang and Brennen, and they
found that if the upstream gas volume fraction of the bubbles exceeds a critical value
there is flashing flow instability. In the present work, a perturbation analysis is made
introducing a small parameter,«, that is the ratio of the initial bubble diameter to the
length scale of the nozzle. As a result of this analysis, the critical value of the upstream
void fraction is calculated as a function of the several parameters appearing in the
problem, and turns out to be very small and proportional to«3. A correlation is proposed
giving explicitly the functional dependence of this critical value.
@DOI: 10.1115/1.1412564#

1 Introduction
The study of liquid bubbly flows has some interesting applica-

tions such as the control of the sound produced by ship propellers
or the design of devices to propel high-speed water borne craft;
some of these applications are illustrated in more detail by Wijn-
gaarden@1#. The problem may also have a biomedical interest,
because the generation of bubbles in the blood is responsible for
the submarine sickness and the Caisson disease; besides, the dy-
namics of cavitation bubbles can be also involved in surgical pro-
cedures, like in pulsed-laser angioplasty.

In this work application will be made to study the cavitating
flow in a nozzle. Wang and Brennen@2# have studied a similar
problem, and Wang@3# has extended the analysis to the case of
nonuniform bubble size. They found that two types of solutions
could be obtained depending on the upstream volume fraction of
bubbles. If this concentration is small enough, the downstream
conditions will oscillate with the natural frequency of the bubble,
until these oscillations will be damped, and, eventually, the up-
stream conditions will be recovered. On the other hand, if the
upstream bubble concentration is above a threshold value, the
bubble radius will increase indefinitely, leading to flashing flow.
Wang and Brennen@2# also solved numerically a particular case
and gave an analytical expression for the critical bubble size for
bifurcation, however, they did not present a general expression for
the critical value of the upstream volume concentration of the
bubbles. Delale et al.@4# carried out a similar analysis including
bubble/bubble interactions, and found solutions similar to those of
Wang and Brennen when these interactions were neglected. In a
previous work Crespo et al.@5# interpreted this bifurcation in
terms of a classical shock structure in a liquid containing bubbles.
They also made a preliminary work with application to tubes with
a flexible wall.

Here, an asymptotic analysis is presented in terms of a small
parameter,«, that is the ratio of the initial bubble diameter and the
nozzle length. Three regions are found along the nozzle: at the
entrance there is anequilibrium regionwhere the gas and liquid
pressures are equal, next there is atransition region, and further
downstream there iscavitating regionwhere the difference in
pressure of gas and liquid is large. The transition region that sepa-
rates the equilibrium and cavitation regions is very thin, and its

typical scale divided by the nozzle length tends to zero as«6/11. It
provides the condition to match the solutions in the equilibrium
and cavitation regions. The three regions are shown schematically
in Fig. 1.

The critical value of the void fraction in the upstream region,
a1c , is obtained fromthe asymptotic analysis of the cavitating
region, and it turns out to be proportional to«3. However, its
dependence with the cavitation parameters, and the absolute
value of the minimum pressure coefficientucp minu, has to be cal-
culated numerically. Further simplifications of the analysis of the
cavitating region, reduce the problem tothe solution of a single
ordinary differential equation, and the dependence ofa1c with
ucp minu is made explicit, but the dependence withs/ucp minu has to
be obtained numerically. Finally, acorrelation is proposed that
givesa1c as a function of all the parameters. The results of these
three procedures~full asymptotic solution, ODE, correlation! are
compared among them, and with those of the numerical solutions
of the original set of equations proposed by Wang and Brennen
@2#, and the agreement is good.

Results for alternative shapes of the nozzles are examined, and
the results are qualitatively similar.

2 Equations for the Flow Through a Converging-
Diverging Nozzle

The model used here is similar to that presented in Wijngaarden
@1#. It is assumed that the bubbles are spherical, and the velocities
of liquid and gas are equal, but their pressures are different. The
process is steady and quasi unidirectional. The gas density is neg-
ligible compared to liquid density. The liquid density is constant.
The effect of friction of the fluid with the tube is neglected. The
number of bubbles per unit volume of liquid is assumed to be
constant. A polytropic law has been assumed to calculate the gas
pressure. This last assumption is questionable, as indicated by
Watanabe and Prosperetti@6#, however, it will be shown that the
value of thek exponent is not very relevant for the results of the
analysis, particularly for those of the cavitation region presented
in Section 5. The problem treated numerically by Wang and Bren-
nen@2# is treated here using an asymptotic approach based on the
small parameter:

«5
2R1

L
!1. (1)

The following nondimensional variables are used:
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Re5
u1R1

n
; x* 5

2x

L
; R* 5

R

R1
; u* 5

u

u1
; A* 5

A

A1(2)

cp5
p2p1

1
2 r lu1

2
; s5

p12pn

1
2 r lu1

2
; We5

r lu1
2R1

S

Conservation of mass, momentum, and number of bubbles are
expressed by:

~12a!u* A* 512a1 . (3)

~12a!u*
du*

dx*
52

1

2

dcp

dx*
. (4)

a

12a

1

R* 3 5
a1

12a1
. (5)

The Rayleigh Plesset equation for radial momentum conservation
is:

«2FR* u* 2
d2R*

dx* 2 1u*
du*

dx*
R*

dR*

dx*
1

3

2
u* 2S dR*

dx* D 2G
1«

4

Re

u*

R* S dR*

dx* D1
2

We S 1

R*
2

1

R* 3kD1
s

2 S 12
1

R* 3kD
1

cp

2
50. (6)

It will be assumed that the Weber number is large and that the
corresponding term in the previous equation is negligible; how-
ever it will be retained when reproducing the calculations of Wang
and Brennen@2#.

3 Equilibrium Region
In a first approximation, if« is very small, the dynamic terms of

Eq. ~6! are negligible~then, the pressures of liquid and gas are
equal!, and the bubble radius is given by:

R* 3k5
s

s1cp
. (7)

However, this approximation breaks down when there is cavita-
tion and:

s1cp50, then, R* →`. (8)

The point where cavitation starts and condition~8! is satisfied
can be easily determined assuming that in the initial equilibrium

region, where Eq.~7! holds,a is very small and can be neglected.
Then, from Eqs.~3! and~4!, the following expression is obtained,
~that is really Bernoulli’s equation!:

cp512u* 2512
1

A* 2 . (9)

For the area of the nozzle the following expression is used:

1

A* 2 511ucp minuF~x* ! (10)

Wang and Brennen@2# give for F(x* ) a sinusoidal shape:

F~x* !5
1

2
~12cos~px* !!, 0,x* ,2,

(11)
F~x* !50, x* ,0 and x* .2.

An alternative nozzle shape will also be used here using the alge-
braic expression:

F~x* !5
1

114~x* 21!2 . (12)

Both shapes satisfy the condition thatF(1/2)5F(3/2)51/2, and
F(1)51, andL/2 is the distance between the two points whereF
is 0.5.

The position and velocity at the cavitation inception point are
given by:

F~x1* !5
s

ucp minu
, (13)

u1* 5~11s!1/2. (14)

4 Transition Region
This is a narrow region around the cavitation inception point,

where the bubble radius is larger than in the previous region, and
the dynamic terms in Eq.~6! should be of the same order as the
pressure terms. Consequently, the coordinatex* is changed toD,
and is scaled as:

x* 2x1* 5u1* «nD, (15)

and the bubble radius is scaled as:

R* 5R̄«2h. (16)

The exponentsn andh are chosen so that the dynamic and pres-
sure terms are of the same order in Eq.~6!:

Fig. 1 Schematic showing the evolution of the bubble radius for g above and below its
critical value
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h5
2

219k
5

2

11
~k51!, (17)

n5
6k

219k
5

6

11
~k51!. (18)

In this regiona is still much smaller than one and consequently
u* and cp will be given by Eq.~9!. On the other hand, as the
thickness of this region is of order«n, much smaller than one, it is
possible to approximateu* andcp by:

u5u1* 1
du*

dx* U
x* 5x

1*
u1* «nD1O~«2n! (19)

cp52s1
dcp

dx* U
x* 5x

1*
u1* «nD1O~«2n! (20)

After making the change of variables given in Eqs.~15! and~16!,
and using~19! and ~20!, Eq. ~6! becomes:

R̄
d2R̄

dD2 1
3

2 S dR̄

dD
D 2

2bD2
s

2

1

R̄3k 50, (21)

where,

b52
1

2
u1*

dcp

dx* U
x* 5x

1*
. (22)

In order to obtain Eq.~21! from Eq.~6!, only the terms of order«n

have been retained, and terms containing higher powers of« have
been neglected. The term containingdu* /dx* in ~6! is negligible
because is of order«2n. This also happens with the contribution of
the variation ofu* to the other terms of~6!. As a matter of fact,
u* could be assumed to be constant, and equal tou1* throughout
this region, and omit expansion~19!. On the other hand, to neglect
the viscous term it has to be assumed that the Reynolds number is
large enough so that Re@«(122n); as 2n is quite close to one, this
condition is expected to be satisfied, even if Re is only moderately
large.

For D→2`, the solution of Eq.~21! is the equilibrium solution
given by Eq.~7!:

R̄3k52
s

2bD
, (23)

and forD→`, the solution of Eq.~21! is:

R̄5A8b

33
D3/2, (24)

that is the matching condition for the following region. The tran-
sition region represents the classical behavior of a boundary layer.
When using outer variables of order one it reduces to a point,
located atx* 5x1* , separating the equilibrium and cavitation re-
gions. On the other hand, when using the inner variableD, the
behavior of the equilibrium and cavitation regions nearx* 5x1* is
recovered asD tends to6`, respectively, see Fig. 1.

5 Cavitation Region
This region extends through the whole nozzle, downstream

from the inception point,x* .x1* . In this region,x* 5O(1) and
R5O(1/«), so that the dynamic terms and pressure terms are of
the same order in Eq.~6!. This means that the bubble radius is of
the order of the nozzle length; however, this anomalous situation
could be justified because the numerical factors from the calcula-
tions are smaller than one, so that the bubble radius turns out to be
really smaller thanL. From Eq.~5! it is obtained that:

R* '
1

«
→a'

a1

«3 . (25)

Consequently, the expected value of the upstream concentration of
gas,a1 , should be very small,a15O(«3). In Wang and Brennen
@2# the critical value ofa1 is 331026, but no explanation is given
for such a small value. The analysis can be carried out taking as
new variableR95«R* in Eqs.~3! to ~6!, and taking the limit of
small «. In Eq. ~5! a1 can be neglected compared to one and it
will become:

a

12a

1

R93 5a1«235g1 . (58)

In Eq. ~6! terms ofO(1) are retained, and then the viscous, sur-
face tension and polytropic terms of Eq.~6! will drop out and,

R9u* 2
d2R9

dx* 2 1u*
du*

dx*
R9

dR9

dx*
1

3

2
u* 2S dR9

dx* D 2

1
s

2
1

cp

2
50.

(68)

Equation~24! has to be used as a matching condition for Eq.~68!
for small values of (x* 2x1* ). In Eqs.~3!, ~4!, ~58!, ~68!, and~24!,
there are only three parameters:g1 , s and ucp minu ~in Eq. ~3! a1
can also be neglected compared to 1!. Then, the critical value of
g1 for bifurcation should be a function of the two others:

a1«235~g1!cr5 f ~s,ucp minu!. (26)

In order to obtain a simpler correlation for the critical condi-
tions, some further simplifying assumptions have been made in
Crespo et al.@5#. It can be shown from Eqs.~3! and ~4! that:

cp512
1

A* 22
2a

~12a!
1

2a

~12a! S 12
1

A* 2D
1E

2`

x a

12a

2

A*
d

dx* S 1

A* Ddx* . (27)

If it is assumed thata is moderately small and the area variations
are also small, or at least that the largest values ofa occur at the
positions whereA* is equal or close to one, the last two terms in
Eq. ~27! will be negligible.

The velocity is assumed to take a constant value given by:

u* 5S 11
ucp minu

2 D 1/2

. (28)

This value corresponds to the square root of the mean of the two
values ofu* 2 at the entrance (u* 251) and at the throat (u* 2

511ucp minu) of the nozzle, for small values of the void fraction.
Then, making the change of variables:

R* 5
R8

« S ucp minu
2 D 1/2 1

S 11
ucp minu

2 D 1/2, (29)

taking Eqs.~27! to ~29! into Eq.~68!, and using Eqs.~10! and~58!,
it is obtained that:

R8
d2R8

dx* 2 1
3

2 S dR8

dx* D 2

1S s

ucp minu
2F~x* ! D2gR8350, (30)

where,

g5a1

1

«3 S ucp minu
2 D 1/2S 1

11
ucp minu

2
D 3/2

. (31)

In deriving Eqs.~28! and~30!, it is assumed thata is small; this is
not always true and values of the void fraction as high as 0.20 or
0.25 can be obtained. Then, this assumption has to be further
validated by comparing with the results of solving the set of equa-
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tions:~3!, ~4!, ~58!, ~68!, wherea can be finite, or with the original
system of equations proposed in Wang and Brennen@2#.

Equation ~30! has to be solved with the matching condition
given by condition~24!. As a matter of fact, the solution of Eq.
~30! for small values of (x* 2x1* ), satisfying the conditions that
both R8 anddR8/dx* are zero atx* 5x1* , is:

R85A 8

33

dF

dx* U
x5x1

~x* 2x1!3/2, (32)

that coincides with Eq.~24! if it is assumed thatu1* is given by
Eq. ~28! instead of Eq.~14!. Then, it will not be really necessary
to calculate the transition region, and Eq.~30! could be integrated
by applying directly the boundary conditionsR85dR8/dx* 50 at
x* 5x1* ; although they will not be well justified.

If g exceeds a critical valuegcr the solution of Eq.~30! gives a
diverging value ofR8, otherwise, the value ofR8 will eventually
become very small, as shown schematically in Fig. 1. In Wang and
Brennen@2# the bubble oscillates around final equilibrium position
when there is no flashing. However, in Fig. 1, the oscillations do
not appear because the term associated to the gas compressibility
is of smaller order and has been neglected. In Fig. 1 is also pre-
sented the corresponding limiting value ofR8 for the bifurcation,
that is obtained equating the last two terms of Eq.~30! ~whenF
50, A* 51!, and is similar to that given by Wang and Brennen
@2#. The behavior ofR9 when solving the whole set of Eqs:~3!,
~4!, ~58!, ~68! is similar to that shown in Fig. 1.

From Eq.~30! it can also be seen that, with the previous sim-
plifications, the critical value ofg will only depend on the ratio
s/ucp minu. This dependence is shown in Fig. 2, for the sinusoidal
area distribution of Eq.~11!. As expected, ass/ucp minu tends to
zero~always cavitating flow! the required value ofg also tends to
zero, and oppositely, as it gets close to one the required value ofg
tends to infinity, indicating that there is no cavitation. However,
this is not exactly true, because for sufficiently large values ofg
~of the order«23!, the upstream value of gas volume concentra-
tion, a1 , will be finite and the present theory will not apply. Ifa1
is not small the pressure at the end of the equilibrium region will
not be given by~9!, and, because of the compressibility of the
mixture cp can be smaller than2ucp minu, and can be cavitation,
even if s/ucp minu.1.

When solving the system~3!, ~4!, ~58! and ~68!, g is propor-
tional to «23 and depends separately ons and ucp minu, as shown
in Eq. ~26!. However, when this dependence is presented in Fig. 2,
it can be clearly seen thatg depends mainly ons/ucp minu, indi-
cating that the approximations involved in obtaining Eq.~30!
~mainly Eq.~28!!, are substantially correct.

Finally, in Fig. 2 is also shown the value ofg calculated nu-
merically by Wang and Brennen@2#, for s50,8, ucp minu51 and
«51/250. Some other representative values ofg calculated using
the same equations of Wang and Brennen@2#, are also presented in
Fig. 2. In this case the system of Eqs.~3! to ~6! has been solved,
andg will depend separately on«, s and ucp minu, and also on the
Reynolds and Weber numbers. A total of 12 cases were solved by
combining the following values:s50.05, 0.4, 0.8, 0.9,ucp minu
50.5, 1, 1.5,«51/250, 1/500 and fixed values of Re533, We
5137. In Fig. 2 there are 4 results fors/ucp minu50.8 giving very
similar values of g. For each respective value ofs/ucp minu
50.266, 0.4, 0.53 there are also two values ofg that are very
similar. The agreement with the previous results obtained both
with the system of Eqs.~3!, ~4!, ~58! and ~68!, and with the ordi-
nary differential equation~30!, is quite satisfactory.

In Fig. 3 are compared the results obtained by solving~30!
using the sinusoidal area distribution, given in Eq.~11! with those
obtained with the algebraic area distribution~12!. It can be seen
that the algebraic nozzle gives values ofg that increase more
rapidly with s/ucp minu, although the difference is not very impor-
tant, at least qualitatively. Calculations were also repeated for a
gaussian nozzle:F(x* )5exp(22.77(x* 21)2) ~that also satisfies
the conditionsF(1/2)5F(3/2)51/2, F(1)51! and the results
were quite similar to the sinusoidal nozzle.

The following correlation fits the results obtained by solving
Eq. ~30! with an approximation of 2 percent for 0,1,s/ucp minu
,0,9:

g5C
S s

ucp minu
D m1

S 12
s

ucp minu
D m2

. (33)

The values of the coefficients areC51.18, m152.18, m252.06
for the sinusoidal nozzle of Wang and Brennen@2#, Eq. ~11!, and
C51.05,m152.57,m252.33 for the algebraic nozzle of Eq.~12!.
By combining~31! and~33! the value ofa1 cr can be obtained as
a function of the three parameters,«, s and ucp minu. This correla-
tion is not presented in the figure but it could not be distinguished
from the calculations.

6 Conclusions
The flow through a converging diverging-nozzle under cavitat-

ing conditions is studied using an asymptotic analysis, in terms of
a small parameter. A criterion is obtained for the bifurcation,
based on a parameter proportional to the initial void fraction. A
correlation is proposed to calculate the minimum initial value of
the void fraction that can lead to flashing. Quite small values of

Fig. 2 Variation of the bifurcation parameter as function of
sÕzc p min z, and zc p min z. Comparison of the solutions obtained
with Eq. „30…, the system of equations „3…, „4…, „58…, „68…, and the
original system of equations of Wang and Brennen †2‡. Fig. 3 Comparison of the bifurcation parameter for the two

nozzle shapes
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the initial void fraction, of the order of the cube of the small
parameter, can lead to infinitely growing bubbles. The most im-
portant remaining task, besides completing some aspects of the
model, is to compare with experimental results, which are not
easily available.
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Nomenclature

A 5 tube cross-sectional area
C 5 coefficient in correlation
cp 5 pressure coefficient

cp min 5 minimum value of pressure coefficient~that is nega-
tive!

F(x) 5 function giving the nozzle area
h 5 exponent of« for R* in transition region
k 5 polytropic exponent
L 5 nozzle length

m1,2 5 exponents in correlation
n 5 exponent of« for x* in transition region
p 5 pressure

pn 5 vapor pressure
R 5 bubble radius
R̄ 5 nondimensional radius in the cavitation inception re-

gion
R8,R9 5 nondimensional radius in cavitation region

Re 5 Reynolds number
S 5 surface tension
t 5 time
u 5 velocity

We 5 Weber number
x 5 unidirectional coordinate
a 5 volume concentration of gas
b 5 parameter in the cavitation inception region

g,g1 5 bifurcation parameter
D 5 nondimensional distance in the cavitation inception

region
« 5 small parameter52R1 /L
n 5 kinematic viscosity

r1 5 liquid density
s 5 cavitation parameter

Subscripts

1 5 upstream conditions for the nozzle
I 5 point where cavitation starts

cr 5 critical conditions for flashing

Superscripts

* 5 nondimensional values
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Drag Coefficients of Viscous
Spheres at Intermediate and High
Reynolds Numbers
A finite-difference scheme is used to solve the Navier-Stokes equations for the steady flow
inside and outside viscous spheres in a fluid of different properties. Hence, the hydrody-
namic force and the steady-state drag coefficient of the spheres are obtained. The Rey-
nolds numbers of the computations range between 0.5 and 1000 and the viscosity ratio
ranges between 0 (inviscid bubble) and infinity (solid particle). Unlike the numerical
schemes previously implemented in similar studies (uniform grid in a stretched coordinate
system) the present method introduces a two-layer concept for the computational domain
outside the sphere. The first layer is a very thin one@O~Re21/2!# and is positioned at the
interface of the sphere. The second layer is based on an exponential function and covers
the rest of the domain. The need for such a double-layered domain arises from the
observation that at intermediate and large Reynolds numbers a very thin boundary layer
appears at the fluid-fluid interface. The computations yield the friction and the form drag
of the sphere. It is found that with the present scheme, one is able to obtain results for the
drag coefficient up to 1000 with relatively low computational power. It is also observed
that both the Reynolds number and the viscosity ratio play a major role on the value of the
hydrodynamic force and the drag coefficient. The results show that, if all other conditions
are the same, there is a negligible effect of the density ratio on the drag coefficient of
viscous spheres.@DOI: 10.1115/1.1412458#

Introduction
Studies by Lovalenti and Brady@1#, Mei et al. @2#, Mei et al.,

@3#, Feng@4#, and Feng and Michaelides@5# have addressed ana-
lytically the problems of the unsteady flow and heat transfer of a
solid sphere in a viscous fluid, at finite but low Reynolds numbers
(Re,1). The study by Michaelides and Feng@6# pertains to the
motion of spheres of finite viscosity, but is also applicable at very
low Reynolds numbers (Re!1). Three recent treatises on the sub-
ject of droplet and particulate flows@7–9# also address the prob-
lem of the motion of solid and viscous spheres in fluids.

Regarding the hydrodynamic force acting on a viscous sphere,
there is only a single analytical solution~and one that is occasion-
ally used in practice!, which emanates from the classical work by
Hadamard and Rybczynski@7,10#. This solution, which is appli-
cable to creeping flows (Re!1), yields the following expression
for the drag coefficient of a viscous sphere:

CD5
8

ReS 3l12

l11 D (1)

wherel is the viscosity ratio of the internal to the external fluid
viscosity,l5m i /mo ; Re refers to the Reynolds number evaluated
with the properties of the outside fluid, Re52roU`a/mo ; U` is
the velocity of the sphere with respect to the undisturbed fluid;a
is the radius of the viscous sphere; andro is the density of the
outside fluid.

Among the earlier solutions on the hydrodynamic forces acting
on viscous spheres is the one by Happel and Moore@11#. They
derived an asymptotic solution~of the first order! at high Rey-
nolds numbers, which is as follows:

CD5
48

ReS 11
3

2
l D (2)

Many analytical and numerical solutions for the drag coeffi-
cients of solid spheres (l→`) or inviscid bubbles (l50) exist in
the literature. However, very few such solutions have been pub-
lished for the case when the viscosity ratiol is finite ~that is,
neither too large, nor close to zero!. In this case, the internal flow
in the sphere becomes important in the determination of the hy-
drodynamic force. For a sphere with finite viscosity, both the
time-scales associated with the problem, the one for the outside
fluid, which is equal toa2/no , and the one for the inside fluid,
which is equal toa2/n i , are important and must be taken into
account in the calculations. Because of this, it is impossible to
derive a general analytical solution for the drag coefficient of a
viscous sphere, except asymptotically. This leaves numerical so-
lutions as the only vehicle to the solution of the problem.

Previous numerical studies on viscous spheres include those by
LeClair and Hamielec@12#, by Ryvkind et al.@13# who used a
finite difference scheme, and by Oliver and Chung@14# who used
a hybrid method of series-truncation technique and a finite-
difference numerical approximation. All of these methods and
their numerical results are limited to low Reynolds numbers~up to
a maximum of Re5100) at finite values of the viscosity ratio. A
more recent study by El-Shaarawi et al.@15# used the boundary
layer approximation to obtain information on the two flow fields,
inside and outside the sphere. However, the authors solved only
for the frictional part of the drag coefficient and did not calculate
the form drag, which is an important component of the hydrody-
namic force.

Since applications of droplet flows extend to Reynolds numbers
beyond 100, which is the upper limit of the previous studies, we
have implemented a novel numerical method to solve the Navier-
Stokes equations without any unduly constraining assumptions for
the flow inside and outside a viscous sphere. This method may be
used at much higher Re but we used it to obtain the drag coeffi-
cients up to Re51000 in the entire range of the viscosity ratio.

It must be pointed out that a viscous sphere becomes elongated
~spheroid! at very high Reynolds numbers. For this reason, some
of the reported results at the upper limit of Re may not faithfully
represent actual spherical drops~unless the surface tension of the
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drop is very high and preserves the spherical shape!. However, we
decided to include these results for two reasons: First, in the ab-
sence of better information, these results may serve as a first-order
approximation to the drag coefficients of spheroids. Second, in the
case of materials with high surface tension the spherical shape is
preserved. It must be also pointed out that the numerical technique
itself may be used without any modifications to perform similar
computations for spheroids.

Governing Equations

1 Conservation Equations. We consider a fluid sphere~a
drop! with densityr i and viscositym i , rectilinearly translating in
a continuous fluid of densityro and viscositymo as depicted in
Fig. 1. The undisturbed fluid velocity with respect to the center of
the sphere isU` . All properties of the sphere will be denoted by
the subscript i, while those of the outer fluid will be denoted by
the subscript o. The symbol Re is used for the Reynolds number
computed with the properties of the external fluid without any
subscript, because it is one of the main parameters of the study.
The coordinate system is chosen so that the origin is fixed to the
droplet center andu50 is in the downstream direction.

We use the following dimensionless variables for the radial
distance, the stream function and the vorticity components:

r 5
r 8

a
, C5

C8

U`a2 , V5
V8a

U`
(3)

wherer 8 is the dimensional radial distance,C8 is the dimensional
stream function andV8 is a dimensional function related to the z
component of the vorticity,z8, by the following expression:

V85z8r 8 sinu (4)

Hence, the continuity and momentum equations for the internal
flow field become:

E2C i5V i (5)

Rei

2
sinuF ]

]r S V i

r 2 sin2 u

]C i

]u D2
]

]u S V i

r 2 sin2 u

]C i

]y D G5E2V i

(6)

We also consider a stretched coordinate system for the external
flow field introduced by the transformationr 5exp(y) or y5 ln r.
Hence, the governing equations for the external flow field are:

E2Co5Vo (7)

Re

2
ey sinuF ]

]y S Vo

e2y sin2 u

]Co

]u D2
]

]u S Vo

e2y sin2 u

]Co

]y D G
5e2yE2Vo (8)

The operatorE2 is defined in the polar coordinate system as fol-
lows:

E25
]2

]r 2 1
sinu

r 2

]

]u S 1

sin

]

]u D (9)

and in the stretched coordinate system:

E25e22yS ]2

]y22
]

]y
sinu

]

]u S 1

sin

]

]u D D (10)

2 Boundary Conditions. For clarity, the interface will be
denoted asr 51, when it is approached from inside and asy50,
when it is approached from the outside flow field. Hence, the
boundary conditions for the stream function and the vorticity may
be written as follows:
A. At the center of the viscous sphere:

C i50, V i50 at r50 (11)

B. At the fluid-fluid interface,

C i50, Co50 at r51 or y50 (12)

C. The balance of forces in the tangential direction at the fluid-
fluid interface also yields:

lS ]2C i

]r 2 22
]C i

]r D
r 51

5S ]2Co

]y2 23
]Co

]y D
y50

(13)

D. The continuity of mass in the tangential direction at the inter-
face results in the following expression:

]C i

]r U
r 51

5
]Co

]y U
y50

(14)

E. Far from the center of the droplet, at the distancey5Y, or
r 5eY, the flow is undisturbed and unidirectional. Hence, the
values of the functionsC andV are:

Co5
1

2
e2Y sin2 u (15)

Vo50 (16)

Since there are no explicit conditions for the functionsV i
and Vo , we evaluateV at the interface from the following
expressions:

V i5
]2C i

]r 2 U
r 51

, Vo5S ]2Co

]y2 2
]Co

]y D U
y50

(17)

Numerical Implementation
Similar studies on the hydrodynamic forces acting on a solid or

a viscous sphere@12,13# have used a finite difference method to
solve the same set of governing equations. We will refer to this
approach as ‘‘the conventional approach.’’ From the beginning, it
must be pointed out that the conventional approach fails to yield a
correct solution for viscous spheres at Reynolds numbers greater
than 100. This occurs because a very thin boundary layer of the
order of Re21/2 ~or 0.05 sphere radii for Re5400) is formed at the
fluid-fluid interface. The conventional approach uses a stretched
coordinate system and the previous studies have assumed a com-
putational domain up toy55, usually with 200 total grid points in

Fig. 1 Schematic diagram of the viscous sphere translating in
a fluid.
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they coordinate. This yields a mesh size at the interface, which is
very close to the order of magnitude of the boundary layer thick-
ness. Obviously, such a grid would not capture the details of the
boundary layer and, especially, would not compute accurately the
derivatives of the vorticity function,V, which are needed in the
calculation of one of the parts~the form drag! of the drag coeffi-
cient ~Eqs. ~13! and ~14! or Eq. ~34!!. Such a grid would yield
inaccurate results for the total force exerted by the fluid and for
the drag coefficient. In order to capture correctly the features of
the boundary layer and calculate accurately the derivative ofV by
the conventional approach, a grid with 5000 points in they direc-
tion is needed if the conventional method were to be applied. Such
an approach would generate a very dense mesh, which would be
time-consuming and cumbersome to use, even with today’s super-
computers.

A different approach is presented here, which captures the fea-
tures inside the boundary layer and is not computationally inten-
sive. The basic premise of this approach is to separate the com-
putational domain for the external field into two layers: the first is
the boundary layer, whose dimensionless length is Re21/2. The
second layer is the rest of the flow domain. For example, in the
case of Re5400, we chose a boundary layer domain ofYb
50.05 with 50 uniformly spaced grid points, thus achieving a
mesh size equal to 0.001 of the sphere radius. We also used a
mesh of another 150 grid points for the rest of the domain. In
order to achieve a smooth transition, the interface of the two lay-
ers is nonuniform. Unlike the conventional approach, the mesh
size in the proposed method is not necessary to be proportional to
the y-direction grid size. Thus, we have found that a grid with
approximately 20,000 points for the external flow field is suffi-
cient for our computations.

It must be pointed out that, at high Re, a thin boundary layer is
also formed inside the sphere. However, the calculations leading
to the drag coefficient of the sphere are not very sensitive to this
boundary layer. This is due to the following two reasons: First, the
pertinent boundary conditions~Eqs.~13! and~14!! for the internal
flow involve only the second order derivatives of the inside stream
function and do not involve any derivatives of the vorticity func-
tion. Second, the form drag on the sphere depends on the deriva-
tive of the vorticity function outside the sphere~Eq. ~34!!, which
corresponds to the third-order derivative of the stream function.

In order to achieve higher accuracy in the computation of the
stream function near the interface, we used two cubic polynomials
for interpolating the stream function between nearby points on
either side of the interface~three rows of grid points in either
direction!. Thus, the stream function expressions in the vicinity of
the fluid-to-fluid interface become:

C i5ay31by21cy1d (18)

for the internal flow, and

Co5A~12r !31B~12r !21C~12r !1D (19)

for the external flow.
The selection of cubic polynomials for the interpolation the

stream function is due to the fact that the numerical method itself

is second order and therefore a similar order of interpolation is
best to be used. If higher order polynomials were used, some of
the coefficients will be indeterminate and certain assumptions
would be needed. This would complicate the problem signifi-
cantly. The calculation of the polynomial coefficients in the last
two equations is rather straightforward. From the numerical
scheme and the expressions for the grid points on both sides of the
interface we have:

C i ,05d

C i ,15aDy1
31bDy1

21cDy11d (20)

C i ,25a~Dy11Dy2!31b~Dy11Dy2!21c~Dy11Dy2!1d

and

Co,Ni5D

Co,Ni215ADr Ni
3 1BDr Ni

2 1CDr Ni1D (21)

Co,Ni225A~Dr Ni1Dr Ni21!31B~Dr Ni1Dr Ni21!2

1C~Dr Ni1Dr Ni21!1D

whereDyi, and Dr i are the mesh size dimensions between grid
point (i 21) to i, and i to i 11, respectively.

From the tangential velocity condition at the interface~which is
obtained by differentiating the cubic polynomials! we obtain:

]C i

]r U
r 51

5
]Co

]y U
y50

5c52C (22)

The cubic polynomial equations at the interface yield for the
needed second derivatives of the stream functions the following
expressions:

]2C i

]r 2 U
r 51

52B (23)

]2Co

]y2 U
y50

52b (24)

The coefficientsa, b, c, d andA, B, C, D may thus be obtained
in terms of the stream function at all the grid points. In the case of
uniformly distributed grid points, we obtain the following expres-
sions:

V i ,Ni5
27C i ,Ni18C i ,Ni212C i ,Ni2216cDr

2Dr 2 (25)

and

Vo,0

27Co,018Co,12Co,226cDy

2Dy2 2c (26)

wherec is given by the following expression:

c5
l~27C i ,Ni18C i ,Ni212C i ,Ni22!Dy22~27Co,018Co,12Co,2!Dr 2

2DrDy@~2l23!DrDy23~lDy1Dr !#
(27)

The extension of this method to the two limiting cases of an
inviscid bubble and a solid sphere is rather trivial. The final results
for the second derivative of the stream function at the interface,
which is related to the vorticity, are as follows:

A. For the inviscid bubble,l50, the tangential shear stress is zero
and:

]2Co

]y2 U
y50

5
27Co,018Co,12Co,2

2Dy~11Dy!
(28)
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B. For a solid sphere,l5`, which yieldsc50, and hence,

]2Co

]y2 U
y50

5
27Co,018Co,12Co,2

2Dy2 (29)

It must be pointed out that Eq.~29! is the same as the expression
derived analytically by Briely@16# as a way of expressing the
vorticity function at a solid boundary.

For the computations presented in this paper, the valueyE55
~or equivalently,r `5148.4) was used in the computations. We
arrived at this value ofyE by consulting the literature and per-
forming a validation test for it at the highest values of Re. This
value was held constant and did not vary with any of the param-
eters of the computations. A grid of 180 points has been used in
the radial direction~with 50 points reserved for the boundary layer
mentioned above! and at least 100 points in the transverse direc-
tion. Both parts of the grid outside the sphere are uniform. This
type of grid is very dense just outside the sphere and a pictorial
representation of it would appear as a thick dark line at the bound-
ary layer. For the domain inside the sphere, 50 grid points in the
radial direction have been used for low viscosity ratios (l,1)
while fewer grid points~40 points! have been used for larger
values ofl, because the internal velocities were lower. The num-
ber of the transverse points was the same in the internal and the
external domains.

We have conducted grid validation calculations by using finer
grids with four times as many points and found that the solutions
obtained were always within 1 percent of those obtained by the
coarser grid. This gave an indication that the grids used are satis-
factory for the required computations. The validation by compari-
son with experimental data and asymptotic solutions~presented in
the following section! is another indication of the accuracy of our
computations. The convergence criterion for the iterations is cho-
sen, such that the largest relative fractional difference of any
quantity,f, between two consecutive iterations is less than 1025,
i.e.,

uf~n11!2f~n!u
max~ uf~n!u,1!

<1025 (30)

Most of the computations were performed in a Pentium MX
300 PC unit operating with the Linux system. The computational
times for most of the cases were less than 3 hr.

Results, Validation, and Discussion

1 Expression for the Drag Coefficient. The drag coeffi-
cient of the sphere,CD , is composed of two parts:~a! the contri-
bution resulting from the pressure gradient term,CDP , which is
sometimes referred to as the ‘‘form drag;’’ and~b! the contribution
from friction CDF , which is sometimes referred to as the ‘‘friction
drag.’’ These two components of the drag force may be expressed
as follows:

CDP5E
0

p

k~a,u!sin~2u!du (31)

and

CDF5
8

Reo
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pF S ]n
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2n D sinu22

]u

]r
cosuGsinudu (32)

wherek(a,u) is the function of the pressure at the surface of the
sphere andu andv are the two components of velocity. The pres-
sure function itself is calculated from the following expression:

k~a,u!5k~a,0!1
4

ReE0

uS ]z

]r
1z D

r 51

du2n2 (33)

Hence, it may easily be proven that the form and friction drag
components are given as follows:
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]Co
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(34)

and

CDF5
8

ReE0

p

Vour 51 sinudu (35)

The total drag coefficient,CD , is the sum of these two compo-
nents.

We performed computations and calculated the stream function,
vorticity and velocity fields as well as the hydrodynamic force and
the two components of the drag coefficientCD with Re andl as
parameters. Some of the results of the computations for the stream
function and vorticity fields are shown in Figs. 2~a!, 2~b!, and
2~c!. These figures depict the stream function on the top part and
the vorticity on the bottom part. The viscosity ratio is the same in
all three figures (l57) and the Reynolds numbers are respec-
tively 10, 100, and 500. It is apparent from the stream function
results in all the figures that the internal velocity field is that of a
well-defined and rather simple recirculating flow. At low Re~Fig.
2~a!! the external flow field is also relatively simple. However, at
intermediate~Fig. 2~b!! and high~Fig. 2~c!! Re the external flow
field becomes more complex and a recirculation region appears
behind the sphere. The presence of the thin boundary layer be-
comes apparent in the case Re5500~Fig. 2~c!! by the crowding of
the streamlines at the interface and by the manifest complexity of
the external vorticity field. As expected, the length of the recircu-
lation region increases with Re.

2 Comparisons Between the Conventional Approach and
Present Approach. In order to validate and to demonstrate the
accuracy and efficacy of the numerical method described in the
previous sections, we made a comparison of the results by this
method with results derived by following the conventional method
and results from the asymptotic solution obtained by Happel and
Moore @11#. The latter applies only to low values of the viscosity
ratio and was derived asymptotically for high Re. The computa-
tions are forl50.1 under the condition, Re5Rei , which was
invariably used in the previous numerical studies. The computa-
tional grids used were 403120 points for the internal flow field
and 1803120 for the external flow field and the results are shown
in Table 1.

Two observations are immediately made from the data of Table
1: The first is that the results of the present method agree fairly
well with the asymptotic method of Happel and Moore@11# in the
entire range of Re. The second is that the results forCD as derived
by the conventional method agree with the results derived by the
present method at low values of the Re, but deviate at higher
values of this dimensionless number. However, the results for the
frictional component,CDF , derived with the two methods are
almost identical. This supports the stipulation that the conven-
tional method does not place a sufficient number of points inside
the interfacial boundary layer, thus resulting in inaccurate compu-
tations of the gradient of the vorticity function and, by extend, of
the form drag. The reason for this is that the form drag depends on
the derivative ofVo ~Eq. ~34!!, which may only be evaluated
accurately with a sufficient number of grid points inside the
boundary layer. This is clearly illustrated in Fig. 3, which depicts
the vorticity function V close to the surface of the sphere, as
calculated by the two different grids. The parameters for the cal-
culations of this figure are Re5500 andl50.1 and the grid size is
120340 for the internal and 1203180 for the external domain.
The top part of the figure depicts the vorticity function~V! com-
puted by the conventional method, while the bottom part depicts
the vorticity function computed by the method presented here. It
is evident that, while the conventional method predicts fairly ac-
curately the value of the functionV, it fails to predict with the
same accuracy the value of its derivative at the surface of the
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sphere. Given the trends ofV and its slope in the two parts of Fig.
3, it is expected that the conventional method would over-predict
the values of the form drag and, as a consequence, of the total
drag. This is indeed what has been observed with the results of
Table 1.

3 Validation, Comparisons With Other Data. In order to
evaluate the accuracy of our computations, we performed com-
parisons of our results with those by Rivkind and Ryskin@17# and
Rivkind et al. @13# that obtained drag coefficients for viscous
spheres up to Reynolds numbers of 100, using the conventional
method. These results and the correlation emanating from them
have been widely used in engineering practice. The comparison is
shown in Table 2. The first number in this table corresponds to the
results by Rivkind et al.@13#, and the second has been derived by
the method presented here. It is obvious that the results~which
span the whole range of values forl and the range of Re<50) are
within 2 percent from those reported in the past. The results de-
viate at Re5100 with the results of Rivkind et al.@13#, which
were derived by the conventional method, being higher than the
results of our method. The reason for this difference is the manner
of calculation of the vorticity gradient at the boundary layer of the

Fig. 2 „a… Streamlines and vorticity field for lÄ7 and ReÄ10;
„b… streamlines and vorticity field for lÄ7 and ReÄ100; „c…
streamlines and vorticity field for lÄ7 and ReÄ500.

Fig. 3 The vorticity field for Re Ä500, lÄ0.1, with mesh size
120Ã40 for the internal and 120 Ã180 for the external flow field.
The upper half shows the results from the conventional method
and the lower half from the method presented here.

Table 1 Results from two different numerical approaches, and
asymptotic solutions at lÄ0.1

Table 2 Comparison of numerical results for CD with results
by Rivkind et al. †13‡
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outside interface, as explained above. The agreement of our re-
sults with these results up to Re550 and for all values ofl, is an
indication of the validity of our numerical method and the derived
results.

We also compared our results for a solid sphere (l→`) with
one of the first numerical studies performed, the one LeClair and
Hamielec @12# and with the experimental data by Elzinga and
Banchero@18# where the parameter Re extends to 2000. The com-
parison of the results is shown in Table 3. A glance at this table
proves that there is an excellent agreement of our results with both
the numerical study and the experimental data. This is another
indication of the validity of the numerical method employed in
this study and of the results derived from it.

Another comparison was made of our results with the
asymptotic solution by Happel and Moore@11# who used a bound-
ary layer theory. This comparison is made in order to ensure that
the trends of our results are in agreement with the asymptotic
values. The computations are performed under the condition Re
5Rei , which is one of the assumptions of the asymptotic solution.
The comparison is shown in Table 4.

As with the comparisons above, it is also observed that the
results of this study agree very well with the asymptotic solution
at the lower values of the viscosity ratio,l, for all values of Re,
but deviate at higher values ofl. Brabston and Keller@19# made
the same observation regarding the applicability of the asymptotic
solution. It must be recalled that an asymptotic solution yields the
trends that should be observed and not the exact values. The fact

that the general trends between our study and the asymptotic so-
lution are in agreement, is a further indication of the validity of
our results.

A final comparison has been made with the experimental data
by Winnikow and Chao@20# that obtained the drag coefficients of
several organic-substance droplets in water. This comparison is
shown in Table 5. The ‘‘correlation’’ column refers to the results
of the regression of the numerical results, which is presented in
Eqs. ~36! and ~37! of the next section. The results derived from
the asymptotic solution by Happel and Moore are also shown for
reference. Although the agreement is not excellent, it is evident
that the results of the present study are close to the experimental
data and that they fall within the experimental error expected of
similar experimental studies.

4 Results for the Drag Coefficients of Viscous Spheres up
to ReÄ1000. Having established the validity of our numerical
method and the accuracy of the results obtained by it, we present
on Table 6 the results of the friction factor of drops in the range of
Reynolds numbers from 0.5 to 1,000 and of the viscosity ratio
from 0 ~inviscid bubble! to infinity ~solid sphere!. Table 6 shows
the total drag coefficientCD ~third column of each subsection! as
well as its two components, the friction~first column! and form
~second column! drag coefficients. It is observed that, given a
value for the Reynolds number, the drag coefficient is a monotoni-
cally increasing function of the viscosity ratiol. It is also ob-
served that, given a value of the viscosity ratio, the drag coeffi-
cient is a monotonically decreasing function of the Reynolds
number. Not only the total drag follows these trends, but also its
two components, the friction and form drag follow the trends as
well. It must also be mentioned that the ratioCDF /CDP , which is
equal to 2 in the case of Stokes flow (Re50), decreases with
increasing Re, at constantl, and for a given value of Re decreases
with increasingl.

5 Correlations for the Drag Coefficients of a Viscous
Sphere. Figure 4 is a pictorial representation of the results of
Table 6 and shows the total drag coefficient versus the logarithm
of the Reynolds number. A glance at this figure proves that, at
intermediate and high values of Re, the series of the results in the
range 2>l>0 exhibit a different behavior from the results for
2,l,`. For this reason, we separated the range ofl in these
two subranges and looked for correlations for the function
CD(Re,l) in terms of the functionsCD(Re,0), CD(Re,2), and
CD(Re,̀ ) by using simple regression techniques. The resulting
correlation functions are as follows:

CD~Re,l!5
22l

2
CD~Re,0!1

4l

61l
CD~Re,2! f or

0<l<2, and

5,Re<1000 (36)

and

CD~Re,l!5
4

l12
CD~Re,2!1

l22

l12
CD~Re,̀ ! f or

2<l<`, and

5,Re<1000 (37)

where the functionsCD(Re,0),CD(Re,2) andCD(Re,̀ ) are given
by the following expressions:

CD~Re,0!5
48

ReS 11
2.21

ARe
2

2.14

Re D (38a)

CD~Re,2!517.0 Re22/3 (38b)

and

Table 3 Comparison of drag coefficients of a solid sphere with
numerical and experimental data

Table 4 Comparison with the asymptotic solution by Happel
and Moore †11‡

Table 5 Comparison with the experimental data by Winnikow
and Chao †20‡
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CD~Re,̀ !5
24

ReS 11
1

6
Re2/3D (38c)

It must be pointed out that the expressions forCD(Re,0) and
CD(Re,̀ ) in ~38a! and ~38c! are routinely used correlations for
the drag coefficients of bubbles and solid particles. Expression
~38b! is a simple correlation of our computational results.

In the low range of Re, which is not covered by the above
expressions, the following expression is recommended:

CD5
8

Re

3l12

l11 S 110.05
3l12

l11
ReD20.01

3l12

l11
Re ln~Re!

0<Re<5 (39)

This expression reduces to the Haddamard-Rybszynski solution at
Re50 and to the Oliver and Chung expression for very small Re
@14#. The form of the last term of Eq.~39! is derived from the
natural next order expansion in terms of Re. Although the inten-
tion was to use this expression up to Re55, we have actually
found out that Eq.~39! accurately represents the numerical results
up to Re520.

It must be pointed out that the maximum fractional difference
of the correlation functions presented in this section from the
computational results is 4.6 percent and the standard deviation of
all the fractional differences is 2.1 percent.

The Effect of the Density Ratio
The computations thus far have determined the drag coeffi-

cients in terms of two parameters, the viscosity ratiol and the
Reynolds number based on the properties of the external fluid Re.
Another parameter that may have an influence on the drag coef-
ficient is the density ratiok5r i /ro or, alternatively, the internal
Reynolds number defined as Rei5Rel/k. For this reason we have
made a limited number of computations for the determination of
the drag coefficient withk as a parameter, while Re andl are kept
constant. The results of the computations are shown in Table 7. It
is apparent that the effect of the density ratio is minimal since, for
given values ofl and Re, a variation ofk by two orders of
magnitude results in deviations ofCD , which are less than 2
percent. This observation confirms the implicit assumption made
in this study that Re andl are the main flow parameters the drag
coefficient of a viscous sphere depends upon.

As a final note with respect to the effect of the density ratio, we
wish to add that whenl@1 and the parameterk is large enough
to render Rei@10 ~e.g., in the case of a mercury drop in air!, one
expects that the circulatory motion inside the sphere would break
up in two. In this case the interface of the fluid sphere would not
be a continuous streamline. A second circulatory motion will take
place at the rear part of the viscous sphere leading to a change of
the sign of the vorticity function at the separation point. Even in
this rather extreme case, we have found by numerical calculations
that the effect of the second circulatory motion on the external
flow and the drag coefficient is insignificant.

The Effect of Internal Flow on the Drag Coefficients
It was mentioned at the end of the numerical implementation

section that a few~40! grid points were used in the radial
direction, because the internal flow field does not affect signifi-
cantly the drag coefficient. We base this assertion on the following
observations:

1 The agreement of our results with the experimental data and
the asymptotic solutions, which were presented in Tables 1–5.

2 One of the ways to alter the internal flow field is by changing
the internal Reynolds number, Rei . As shown in the previous
section, this may be simply accomplished by changing the density
of the internal fluid, without changing anything else. However, as
it was shown in Table 7, this has almost no effect on the drag
coefficient.

3 It is expected that at high Rei , a thin internal boundary layer
will be formed. However, it is not necessary to finely resolve this
layer in order to obtain the total hydrodynamic force. This occurs
because, for the calculation of the hydrodynamic force it is only
necessary to know the value of the vorticity function and its de-
rivative in the outside and not the inside field. Through the bound-
ary conditions these are related to the internal stream function and
vorticity, but not to the derivative of the internal vorticity. There-

Table 6 Drag coefficients of a spherical droplet
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fore, if the internal vorticity were calculated with some degree of
accuracy, this process would yield an accurate value for the hy-
drodynamic force and the drag coefficient.

4 In order to prove the above in a practical way we have con-
ducted computations for the internal flow with different mesh
sizes in the case Re5500, Rei5500 andl50.1. These computa-
tions were performed with as few as twenty internal grid points,
with forty points~which is the minimum number of points for the
derivation of the of the results of Table 6! and with one-hundred
and twenty points, which are sufficient to fully resolve the internal
boundary layer. The computed results are shown in Fig. 5, where
the vorticity field is depicted under the following conditions:~a!
20 grid points for the internal flow, using the conventional method
for the external flow,~b! 20 grid points for the internal flow, using
the present method for the external flow, and~c! 120 points for the
internal flow, using the present method for the external flow. It is
evident that the gradient of the vorticity of the internal flow field
is not well computed in Figs. 5~a! and 5~b!. The results for the
drag coefficient, in these cases are tabulated in Table 8. A glance
at this Table proves that, when the present numerical method is
used, the finer resolution of the internal flow field has a very small
effect on the value ofCD . This supports the conclusion that the
internal boundary layer does not significantly affect the value of
the drag coefficient. On the contrary, as it can be seen from a
comparison of the results of the conventional method and the
present method, the accurate resolution of the external boundary
layer is crucial to the accuracy of the results obtained.

Fig. 5 The effect of the computational grid used on the vortic-
ity field developed at Re Ä500: „a… Conventional method, „b… 40
internal grid points, „c… 120 internal grid points

Table 7 Drag coefficients at various density ratios

Table 8 Internal grid sensitivity analysis for Re Ä500, Rei
Ä500, lÄ0.1

Fig. 4 Drag coefficients for the whole range of l in terms of log „Re…
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A Note on the Deformation of the Droplets at High Re
A central part of the applicability of the results in this manu-

script is that at high values of Re the droplet remains spherical or
near spherical. Experimental evidence by Winnikow and Chao
@20# on the free fall or rise of drops in liquids shows that a liquid
drop will remain spherical when the dimensionless Bond number,
Bo, which is equal to the ratio We/Fr, is less than or equal to 0.2,
that is when:

Bo5
We

Fr
5

gdeq
2 urs2r f u

s
<0.2 (40)

The experiments of Winnikow and Chao@20# also show that drops
of m-nitrotoluene in water (l52.2) with d53.1 mm remain
spherical at Re5506. According to the criterion of Eq.~40!, Bo
,0.2, calculations show that water droplets in air will maintain
their spherical shape at values of Re up to 470. In the case of
substances with high surface tension~liquid metals!, the corre-
sponding Re would be much larger~up to 1150 for mercury drop-
lets in air!.

It is expected that all drops will be slightly deformed when they
translate in a viscous fluid. Harper@21# calculated the variation of
the droplet drag coefficient as a function of the eccentricity,«. His
results show that, at low values of«, the drag coefficient augmen-
tation is proportional to the eccentricity. For example, at Re 500
and 1000, an eccentricity of 10 percent results in a 12.3 percent
increase of the drag coefficient. From the results of Harper@21#
and the analysis of Leal@8# we may conclude that the effect of the
drop eccentricity on the drag coefficient is less than 5 percent up
to the value«50.04 ~or 4 percent deformation!. If we take this
value of« as the limiting case of the validity of the results for a
viscous sphere, then the experiments of Winnikow and Chao@20#
reveal that Bo must be less than 0.4 for several organic drops in
water and Bo,0.5 for organic and water drops in air. In this case
(Bo,0.5) water droplets in air would exhibit drag coefficients
close to the one predicted by this study at values of Re up to 970.
Hence, one may conclude that at the values of Re used in this
study the drops of several substances would retain an almost
spherical shape and that the drag coefficients computed would
apply to their motion.

Conclusions
Because of the existence of two comparable time scales, it is

impossible to derive an analytical solution for the steady-state
hydrodynamic force exerted on a viscous sphere at intermediate
and high values of the Reynolds number. Only a numerical solu-
tion may be obtained, which must also yield the flow fields inside
and outside the sphere. A robust numerical technique has been
developed that provides information on the two flow fields and
accurate results for the drag coefficients of a viscous sphere over
the entire range of the viscosity ratio and for Re up to 1000. It was
found that both the width of the computational domain and the
density of the mesh near the fluid-to-fluid interface are important
in determining the accuracy of the computations. Using this nu-
merical technique, the drag coefficients may be calculated in
terms of the viscosity ratio and the external Reynolds number. The
coefficients obtained by this method are in agreement with the
limited amount of experimental data, which are available in the
literature, and show the same trends as known asymptotic solu-

tions. The resulting correlations have a standard deviation of the
fractional error equal to 2.1 percent. An examination of the effect
of the density ratio proves that this parameter is of no importance
in the calculation of drag coefficients when the Reynolds number
and the viscosity ratio are defined. Also we have found that any
internal boundary layer that may be developed does not signifi-
cantly affect the value of the drag coefficient.
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Transcritical Patterns of
Cavitating Flow and Trends of
Acoustic Level
Hydroacoustics of the transcritical cavitating flows on a NACA16012 hydrofoil at a 2/5/
8-degree angle of attack and axisymmetric bodies with hemispherical and 45-degree
conical headforms were studied, and the process of cloud cavitation shedding was ob-
served by means of high-speed cinegraphy. By expressing the cavitation noise with partial
acoustic level, it is found that the development of cavitation noise varies correspondingly
with cavitation patterns. The instability of cavitation is a result of cavity-flow interaction,
and is mainly affected by the liquid flow rather than by the cavitation bubbles. A periodic
flow structure with a large cavitation vortex is observed and found to be responsible for
inducing the reentrant-jet and consequent cavitation shedding, and explains the mecha-
nism of periodic cavitation shedding from a new viewpoint. New terms for the three
stages, growing, hatching and breaking, are used to describe the process of cavity shed-
ding. @DOI: 10.1115/1.1412233#

Keywords: Cloud Cavitation Shedding, Transcritical, Partial Acoustic Level, Flow Pat-
tern

1 Introduction
Vibratory cavitation always results in vibration and noise, and

aggravates the cavitation erosion on materials. Since vibratory
cavitations are consistently accompanied by flow unsteadiness, it
is difficult to explore the mechanism of the instability of the cav-
ity. When the flow is highly cavitated, the cavitation begins to
interact with the main flow so much that the cavity dynamics are
complicated by the unsteady flow patterns.

Many types of cavitation patterns, like bubble cavitation, patch
cavitation, attached cavitation, partial cavitation, vortex cavita-
tion, band cavitation, cloud cavitation and so forth, have been
named based on their appearances or dynamics, and widely stud-
ied by many investigators@1–3#. For typical steady cavitating
flows such as attached cavitation and supercavitation, the devel-
opment of the cavitation is often scaled with cavitation number or
cavity length, and conceptually classified into three levels: sub-
cavitation, transcavitation and supercavitation. Transcavitating
demonstrates the strongest instability. Compared to attached cavi-
tation and supercavitation, transcritical cavitation never has a
steady cavity length, and usually generates cloud cavitation in a
large scale, resulting in a highly cavitated wake flow downstream.
For general flow configurations, it is hard to judge the occurrence
of vibratory cavitation only by cavitation number, and no criterion
has been established to describe cavitating flows in respective
levels of development.

Actually, even an attached cavity is in its state of greatest un-
steadiness and turbulence within the closure region@4#. Many
methods were employed to explore the structures of cavitating
flow. The volume oscillation of axisymmetric cavitation flow was
detected by means of vapor impedance measurements@5#. Two-
dimensional cavity shedding in large scale was normally investi-
gated with a high-speed camera or video@6,7#. Le, Franc, and
Michel @8# measured the fluctuating pressure excited by cloud
cavitation, and found that the cavity thickness seemed to affect the
reentrant-jet. Kubota and Kato et al.@9# studied the large-scale
structure in the cloud cavitation by LDA. Stutz and Reboud@10#

also measured the velocity distribution during cavitation shedding.
The periodicity of hydrofoil cavitation flow at a small angle of
attack was studied by the author@11#, and it was found that the
Strouhal number plotted against cavitation Reynolds number
(ReC5ReA11s) approaches 0.18 when the flow velocity was
increased.

Understanding the mechanism of cavitation shedding is of great
significance in suppressing the vibration and erosion caused by
vibratory cavitation. The cyclic regime of a large vapor structure
at the rear of a cavity was described by Knapp@12#. Lush and
Peter@13# adopted the instability of the cavity surface as the main
cause of cloud cavitation, while Furness and Hutton@14# ascribed
the cavitation shedding to the reentrant-jet. Ramamurthy and Bal-
achandar@15# reported the effect of cavitation shedding on the
vortex shedding of two-dimensional blunt bodies. Kawanami
et al.@16# measured the pressure and made video records of cloud
cavitation shedding. Reisman, Wang et al.@17# observed the
shock waves in cloud cavitation. Among a good many theories
like surface wave, impinging jet and re-entrant jet, the hypothesis
of re-entrant jet is regarded as the most possible, but it cannot
reasonably explain the periodicity of cavity shedding.

Noise measurement is an effective tool to detect the occurrence
of cavitation. Although all kinds of cavitation act as a single or a
collection of monopole noise sources, and are always accompa-
nied by remarkable volume fluctuation, a bubble cluster behaves
differently from a single vapor bubble in acoustics, mostly in a
nonlinear mechanism. In this paper, cavitation noise is measured
for three models: a NACA16012 hydrofoil, an axisymmetric body
with a hemispherical headform, and a 45-degree conical head-
form. The trend of noise development is scaled by partial acoustic
level and is found to be closely related to the cavitation patterns.
This phenomenon will allow a more quantitative definition of
cavitation development.

By means of high-speed cinegraphy, the whole process of the
forming and shedding of cloud cavitation on the hydrofoil is re-
corded at different angles of attack. Based on the observations of
the 5- and 8-degree angles of attack, it is found that cloud cavita-
tion shedding can be generally divided into three phases: growing,
hatching, and breaking. Much attention has been given to the mo-
tion of the cloud cavitation, especially at the moments when the
cloud cavitation is being shed and is beginning to detach. In con-
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clusion, an explanation of the mechanism of cloud cavitation
shedding is offered from a new viewpoint that the transcritical
cavitation is deeply affected by the whole flow structure, and that
large vortex cavitation, rather than the reentrant-jet, is more re-
sponsible for the cavity shedding.

2 Experimental Setup and Method

2.1 Facilities and Models. Experiments were carried out in
the K15 cavitation tunnel of Shanghai Shipping & Ship Research
Institute~SSSRI!. The 2500 mm long test section is of rectangular
form, 600 mm wide and 600 mm high. Turbulence level in the
midsection is under 1%. The lower limit of cavitation number
could reach as low as 0.2. In order to provide a clear visual quality
for cinegraphy, the air content in the tunnel is controlled within
a/as50.28;0.33, measured by a Van Slyke type apparatus.

A hemispherical headform and a 45-degree conical headform
are used for studying the axisymmetric cavitation flows. Both
headforms are 80 mm in diameter, and have an aspect ratio of
about 3.5 from the nose position to the leading edge of the strut,
Fig. 1~a!. Additionally, a NACA16012 hydrofoil with a chord
length of 200 mm and an aspect ratio of 3.0 is used to investigate
the two-dimensional cavitation flow at three angles of attack~2-,
5-, and 8-degrees!, Fig. 1~b!. No oscillations with fixed frequen-
cies are detected under non-cavitating conditions of this test.

Different patterns of cavitation are obtained by adjusting the
pressure independently while the velocity is kept constant.

2.2 Measurement Methods and Setup. A B&K 8100 hy-
drophone with2205.1 dB sensitivity was employed to measure
the noise level of cavitation development. A water-filled plexiglass
box, in which the hydrophone is mounted, is attached on one side
of observation windows. The hydrophone is placed near where the
cloud cavitation is most likely to occur, Fig. 1.

The acoustic signals are separated into high and low frequency
components with a band pass. The low frequency components
~under 50 Hz! are recorded at a 500 Hz sampling rate, totalling 32
samples, with 1024 points of record length per sample. The high
frequency components~6 kHz—100 kHz! are recorded at a 200
kHz sampling rate, with 4096 points of record length and 32
samples. The uncertainty of the frequency measurements is60.25
Hz for the low frequency spectra, and6195 Hz for the high
frequency spectra.

2.3 Partial Acoustic Level. The sound pressure level is de-
fined by Leighton@18#:

SPL520 Log
p

po
(3)

Furthermore, partial acoustic level~PAL! is introduced to scale
the variation of acoustic energy within a certain frequency range.
PAL is defined as

PAL520 Log10E
a2

a1

s~ f !d f (4)

Considering the frequency range detected by the hydrophone,
and the frequency range of interest,a156 kHz and a2
5100 kHz are set as the initial and cut-off frequency, respectively.
Decreasinga1 or increasinga2 is found to have no significant
effect on the results of PAL. The statistical results of PAL are
averages of the 32 samples. The uncertainty of PAL is60.3 dB.

It is assumed that the noise detected in the tunnel is a superpo-
sition of the noises generated by the cavitation alone and the non-
cavitating flow. For the convenience of comparison, the value of
PAL has been reduced by PAL0, which is measured under non-
cavitating flow conditions. Since the main focus of this study is
the acoustic trend of transitional cavitation, environmental inter-
ference on the hydroacoustics measurement, such as reverberant
effects and velocity effects, is not considered.

2.4 High-Speed Cinegraphy. A high-speed cine camera
filmed the process of cloud cavitation shedding with 16 mm film
at 2000 frames per second. For the hydrofoil cavitation, the flow
is recorded in the two-dimensional viewpoint with a vertical illu-
mination from top observation windows. At least 8 cycles of cav-
ity oscillation could be analyzed for two-dimensional hydrofoil
cavitation, and a minimum one-second length for axisymmetric
cavitation. The sequence of frames provides clear flow details of
the forming and shedding of the cloud cavitation. The flow struc-
ture is discernible by observing the continuous frames.

3 Transient Feature of Axisymmetric Cavitation Flow
It is already known that cavitation occurs in the region of lami-

nar separation or natural boundary layer transition, thus the
boundary layer effect will surely affect the inception and further
development@19#. The flow in the vicinity of the shoulder is
mainly influenced by the local separated vortex and by the fluc-
tuating pressure above, which play a leading role in producing the
cavitation unsteadiness. The characteristics of the boundary layer
on the hemispherical headform and the conical headform differ so
greatly that the flow transition on hemispherical headform takes
place at about Re 5.03105, while strong flow separation exists
around the shoulder of the conical headform.

(1) Cavitation Appearance on the Hemispherical Headform.
Bubble cavitation is the pattern of cavitation inception on the
hemispherical headform (s i50.66). Under the conditions of the
test, the flow develops into a supercritical state whenU58 m/s.
Developing patterns, like band cavitation due to laminar separa-
tion, are always accompanied by random cavitation shedding in
small scales. When the flow is further developed (s
50.35,0.27), irregular vortical disturbances could be found along
the flow interface, and cavitation shedding occurred frequently
downstream around the cavity closure, Fig. 2. When supercavita-
tion forms ats50.21, the main interface becomes smooth and
stable.

Due to the unsteadiness and two-phase status in the region be-
tween laminar separation and cavity separation@2#, the cavity in-
terface on the hemispherical headform has more disturbances than
that on the conical headform with a fixed separation position.
However, these disturbances neither result in cavity shedding in
large scales, nor in fixed frequencies.

(2) Cavitation Appearance on the 45-Degree Conical Head-
form. The flow separates to form a bubble-ring cavitation as the
cavitation number is decreased from the incipient point~s i

Fig. 1 Models mounted in the water tunnel. „1—Plexiglass
box; 2—hydrophone; 3—hydrofoil; 4—headform …. „a… Hydrofoil;
„b… axisymmetric bodies.
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51.48,U58 m/s!. However, the underdeveloped cavitation sepa-
rated 2-3 mm downstream of the shoulder with a misty interface
(s50.37), Fig. 2. When the cavitation number is further de-
creased tos50.24 and 0.21, the cavity interface becomes trans-
parent and the position of cavity separation moves upstream to the
shoulder point. A limited laminar region is clearly discernible on
the cavity interface immediately downstream of the model’s
shoulder point, and is followed by Tollmien-Schlichting wavy
disturbances.

The characteristics of the cavity interface suggest an interaction
between the cavitated phase and the liquid. From the state of
inception to supercavitation, the cavity interface on the conical
headform experiences turbulent separation and reattachment, then
laminar separation and turbulent transition. Although disturbances
always happen along the interface, especially frequent cavity
shedding around the closure region, the global flow pattern re-
mains stable without any periodic oscillations.

(3) Trend of Partial Acoustic Level.Generally, the curves of
the PAL of the two headforms ascend steadily with cavitation
number. The PAL levels are increased at the higher velocities,
Figs. 3 and 4.

In the range of this test, the slope of the PAL~SPAL! for the
hemispherical headform changes slightly at arounds50.27
;0.30. Whens is above 0.27, SPAL is around 59 dB/s at U
57.5 m/s andU58 m/s. Onces is decreased below 0.27, SPAL
becomes steeper at 160 dB/s, Fig. 3.

The SPAL for the conical headform changes more abruptly
when s drops below 0.3, Fig. 4. When the cavitation number is
below 0.30, SPAL varies from 18 dB/s(0.32,s,0.54) to
138 dB/s(s,0.32) whenU58 m/s, 16.7 db/s(0.30,s,0.42)
to 150 db/s(s,0.30) when U57 m/s, and 20 db/s(0.30,s
,0.40) to 175 db/s(s,0.30) whenU56.5 m/s. By comparison,
it is found that, whens is above 0.3 the SPAL of the conical
headform is much lower than that of the hemispherical headform
at a corresponding range of cavitation numbers. The critical re-
gion for the development of cavitation noise from both headforms
occurs at a cavitation number of about 0.30–0.32.

The cavities on both headforms turn into transparent vapor lay-

ers whens decreases to 0.27 for the hemispherical headform and
to 0.30 for the conical headform. One can easily find that the
critical point of SPAL is in agreement with the pattern shift. Ad-
ditionally, according to the trends of PAL, it is inferred that the
bubble type cavitation on the hemispherical headform generates
more acoustic contributions than that of a vapor-mixed state on
the conical headform. The acoustic trends of the two different
flows seem consistent below the critical point after which both
flows reach vapor-layer status. This phenomenon implies that the
cavitating flow in a vapor layer pattern is a more powerful acous-
tic source than that of a bubble state, and the bubble type is
stronger acoustically than the vapor-mixed type. No eigenfrequen-
cies are detected in the noise spectra of low frequency throughout
the test on both headforms.

(4) High-Speed Cinegraphy of the Flows on the Head-
forms. Compared with ordinary photography, dynamic details
can be given by high-speed cinegraphy. For the hemispherical
headform (0.21,s,0.35), irregular cavitation bubbles whose
largest visible scale is about 1/5--1/10 of model diameter, are

Fig. 2 Cavitation patterns on axisymmetric headforms. Left
column: hemispherical headform. From top to bottom „s
Ä0.35,0.27,0.24,0.21…, UÄ8mÕs; Right column: 45-degree coni-
cal headform; From top to bottom „sÄ0.37,0.33,0.24,0.21…,
UÄ8mÕs.

Fig. 3 Trend of partial acoustic level for the cavitation flow on
the hemispherical headform

Fig. 4 Trend of partial acoustic level for the cavitation flow on
the 45-degree conical headform
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always found on the interface. However, for the conical headform
(s,0.30), cavitation bubbles seem uniform in mini-scale, and
the global flow pattern is steady. The random shedding of cavity
closure is much less violent than that on hemispherical headform
(s,0.30). No cavity shedding in large scales or shedding with
any fixed frequencies is detected within the record length for ei-
ther headform.

4 Transient Feature of Hydrofoil Cavitation Flow
Unlike the flows over the axisymmetric bodies, the hydrofoil

cavitating flows behave with periodic oscillation as their evident
transcritical feature. At a certain angle of attack, transcritical pat-
terns remain unchanged with different flow speeds.

(1) 2-Degree Angle of Attack.Traveling cavitation bubbles
are incipient ats50.48 (U58 m/s), and they occupy most of the
upper surface on the foil whens decreases to 0.36. Whens ap-
proaches 0.33, the cavity oscillates with a fixed frequency~7.5
Hz!, which can be recognized from the noise spectrum in low
frequency, shown in Fig. 5. Cavity oscillation disappears if this
critical cavitation number is altered. Similar phenomena happen
under other velocities fromU54 m/s to 8 m/s at the same cavi-
tation number, except for the variations of oscillation frequency.
Supercavitation forms whens is further decreased to 0.28.

The curves of PAL versus cavitation number for different ve-
locities are given in Fig. 6. PAL approaches its maximum whens
holds around 0.33, almost 50 dB higher than that under a non-
cavitating condition, and 20 dB higher than at the point where
supercavitation tends to form. The cavitation numbers50.28 and
0.33 become the two critical points where the curves of PAL
changed slope. The SPAL remains at 43 dB/s before the PAL
approaches the maximum value forU58 m/s. After supercavita-
tion is formed, the PAL rises with the decreasing cavitation num-
ber. Further measurements are not conducted fors below 0.24
~Fig. 6!.

A typical cavity pattern is presented for 2-degree a.o.a. in Fig.
7. The cavity shedding happens in a fixed area, at approximately
80% chord length from the leading edge, and then turns into cloud
cavitation once it leaves the foil surface.

(2) 5-Degree Angle of Attack.Sheet cavitation that occurs at
a subcritical status at a 5-degree a.o.a. is glossy and has a steady
interface. Figure 8 depicts the noise spectra in low frequency
whens50.60 and 0.85 atU58 m/s. The eigenfrequency of cav-
ity oscillation can be recognized at 7 Hz and 4.5 Hz, respectively.
Amplitudes whose corresponding frequency multiplies the pri-
mary frequency are remarkable since stronger vibration is excited
at 5-degree a.o.a.

Similar to that at a 2-degree a.o.a., the PAL rises within a criti-
cal range of cavitation number, by a maximum of 38 dB higher
than at the incipient point whenU58 m/s, Fig. 9. The PAL in-
creases at the rate of about 14 dB/s before approaching the peak
value. The PAL for the 5-deg a.o.a. increases gradually before it
approaches maximum, while the PAL for the 2-deg a.o.a. intensi-
fies more abruptly after the bubble cavitation is incipient.

It is noticed that the noise level of 2-deg is much higher than
that of 5-deg at the same flow speed. The main difference between
these two flows is the different cavitation patterns. For the flow at
2-deg a.o.a., traveling bubble cavitation dominates most of the foil
surface before it turns into supercavitation. Cavitation noise is
mostly emitted by the bubble collapse upon the surface near the
trailing edge of the foil. However, for a 5-deg a.o.a., only sheet
cavitation exists above the foil surface, and it collapses down-

Fig. 5 Noise spectrum in low frequency on the 2-degree a.o.a.
NACA16012 hydrofoil „UÄ8mÕs and sÄ0.33…

Fig. 6 Trend of partial acoustic level for the cavitation flow on
the 2-degree a.o.a. NACA16012 Hydrofoil

Fig. 7 Pattern of cloud cavitation shedding on the NACA16012
hydrofoil at 2-degree a.o.a. „a… Side view „cinegraphic result …;
„b… vertical view
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stream off the trailing edge rather than upon the foil. Therefore,
transcritical cavitation with different patterns yields different lev-
els of cavitation noise.

5 Mechanism of Cloud Cavitation Formation and
Shedding

(1) Periodicity of Cavity Oscillation. Figures 10–14 show
the periodicity of cavity oscillation, and present the frequency and
Strouhal number versus cavitation numbers at varying flow
speeds.

At a 5-degree a.o.a., whenU56 m/s to 8 m/s, cavity oscillation
exists within 0.35,s,0.85, and it is evident that the trends of
frequency variation are consistent, Fig. 10. But the case ofU
54 m/s differs in that the region of instability extends to a higher
cavitation number, and its trend is remarkably different from that
of U56 m/s and 8 m/s. Since a cavitation number lower than 0.60
for U54 m/s is hard to reach within the capability limit of experi-
mental facility, no further information is provided here. In Fig. 12,
the Strouhal number is confined within the range of 0.15;0.20,
and the curves of Strouhal number versus cavitation number show
similar behaviors at other flow speeds.

For the flow at an 8-degree angle of attack, Fig. 11, the fre-
quency of cavity oscillation versus cavitation number also seems
to have a consistent trend, except for a slight difference whenU
56 m/s. In the region of cavitation numbers 1.15,s,1.25, the
curves of different velocities intersect in some cases. However, in
the range of 0.7,s,1.15 or lower, frequencies increase steadily
with the flow speeds. The Strouhal number tends to be asymptotic
to a steady value before the supercavity forms. Also, the Strouhal
number seems to be almost constant with the increase of the flow
speeds whens,1.15, Fig. 13.

Current investigation is focused on the variation of frequency
or Strouhal number against cavitation number and flow speed,

Fig. 8 Noise spectrum in low frequency on the 5-degree a.o.a.
NACA16012 hydrofoil „UÄ8mÕs…. „a… sÄ0.60; „b… sÄ0.85.

Fig. 9 Trend of partial acoustic level for the cavitation flow on
the 5-degree a.o.a. NACA16012 Hydrofoil

Fig. 10 Frequency of cavity oscillation at 5-degree a.o.a.

Fig. 11 Frequency of cavity oscillation at 8-degree a.o.a.

Fig. 12 Strouhal number of cavity oscillation versus cavitation
number at 5-degree a.o.a.
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thus it might be difficult to compare with other experimental data
@6#, since most of them only provided an average frequency or
Strouhal number, and a different characteristic length is used for
calculating the Strouhal number.

(2) Cinegraphic Observation on the Cavity Shedding and
Definition of Different Stages.Although cavitation instability
usually results in periodic cavity oscillations, the specific process
differs in its flow patterns at different angles of attack.

When transcritical cavitation happens in the case of 2-degree
a.o.a., bubble cavitation dominates most of the foil surface from
the leading edge, while the region downstream of the trailing edge
is filled with rarefied vaporous cavitation, Fig. 7~a!. Limited by
the graphic resolution in this small region, the detailed flow struc-
ture in cavity shedding is too small to be analyzed, except that the
flow seems to be locally separated and vortical at the trailing edge.

In the case of 5-degree a.o.a., cavity growth is clearly observ-
able and scalable before cavity shedding happens, Fig. 14. The
transverse cavitation vorticity begins to intensify in the cavity

closure after the cavity length stops growing. With the intensifi-
cation of cavitation vorticity, the cavity closure gradually becomes
a cavitated open-wake region. After the cloud cavitation breaks
off from the closure, a vapor layer is generated from the leading
edge again. The first-order frequencies in acoustic spectra are con-
sistent with the statistical results of cavity cycling counted in the
cinegraphy films.

In the case of 8-degree a.o.a., violently cavitated vorticity keeps
the cavity closure constantly in a highly-cavitated open-wake re-
gion. A clear interface only exists near the leading edge. Cavita-
tion vortices that separate from the leading edge accumulate and
strengthen at the closure region, until a certain cavitation vorticity
triggers the shedding of the cavitated entity. The whole flow re-
covers so rapidly that it is not until the shed cavity leaves the foil
domain that a new cycle has already grown to its former dimen-
sion. The reentrant-jets are found in all of the cases at 5- and
8-degree. The details of the behavior of reentrant-jet will be dis-
cussed later.

Overall, a cycle of cavity formation and cloud cavitation shed-
ding could be divided into three phases: growing, hatching, and
breaking. In the first phase, a cavity mainly grows in length at the
beginning of a new cycle. Thereafter the hatching phase takes
over, during which cavity thickness develops significantly and the
vortices are accumulated and strengthened at the closure. When
the largest vortex structure in the closure is built up to a critical
intensity, the vortex cavitation begins to detach from the cavity
entity with a rolling-up motion, after which the breaking phase
finally arrives. Typical frames of each stage are presented in Fig.
14.

(3) Mechanism of Cavity Shedding.Since cavity unsteadi-
ness is not distinct in the flow of axisymmetric bodies, most of the
discussions on the mechanism of cloud cavitation shedding are
based on the results of hydrofoil cavitation.

It is important to notice that the reentrant-jets do exist in the
cases of 5- and 8-degree a.o.a., but they are not triggered before
the cavity shedding departs from the closure. This particular phe-
nomenon may be hard to see using vertical cinegraphy. Appar-
ently, different flow configurations create cavitating flows in dif-
ferent patterns. Especially for those strongly separated cavitating
flows at 8-degree a.o.a., the cavitation is affected more by the flow
environments than the behavior of bubble dynamics. Additionally,
compared with the liquid, the density of the cavitated phase is too
weak to influence the main flow. Under the circumstances of
strong flow separation at higher angles of attack, or even a local
separation near the trailing edge at a smaller a.o.a., the main flow
will have overwhelming influence over the whole region.

The hypothesis of reentrant-jets is generally accepted as one of
the most possible models explaining the mechanism of cavity
shedding, and the reentrant-jet is assumed to be the result of flow
reattachment. However in this paper, the powerful flow structure
is regarded to be more responsible for such a periodic event. In all
the cases of the tests, there always exists a flow structure of recir-
culation ~clockwise if the flow is from the left direction! in a
certain scale within the cavity closure, but the reentrant-jet only
happens a few frames after the moment of cavity shedding. This
phenomenon was never mentioned in the former investigations.

A counter flow along the foil surface induced by the flow struc-
ture of recirculation stagnates somewhere in the closure region. It
does not rush upstream like a jet until the largest cavitating vortex
is intensified to a certain extent and then shed leeward. Such a
counter flow when it rushes is the so-called reentrant-jet in many
observations. Accordingly, the action of cloud cavitation shedding
can be divided into two steps: the breaking-off of cavity closure
with large vorticity at first, and then the collapse of the remaining
attached part due to the arrival of the counter jet.

In conclusion, the mechanism of periodic cavity oscillation is
explained in a new way, supported by the cinegraphic observa-
tions and the cavitation periodicity dependence on the flow speed.
The transcritical features, while resulting from the interaction be-

Fig. 13 Strouhal number of cavity oscillation versus cavitation
number at 8-degree a.o.a.

Fig. 14 Typical stages of periodic cloud cavitation shedding
on NACA16012 hydrofoil. „a… 5-degree a.o.a. UÄ7m Õs ,s
Ä0.45; „b… 8-degree a.o.a. UÄ7m Õs ,sÄ1.29.
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tween the cavitation and liquid flow, are more affected by the
whole flow pattern than by the bubble’s behavior. The occurrence
of a reentrant-jet is a consequence of the shedding of vortical
cavitation structure, and is also the direct reason for the collapse
of attached cavitation near the leading edge. On the other hand,
shock waves caused by the collapse of the shed cavity is possible
at the final moment of the collapse of an attached cavity part.

(4) Understanding the Transcritical Cavitation Noise.Based
on the understanding of the mechanism of cavity shedding, the
reason why the noise level increases within the transcritical region
can be explained. For steady sheet cavitation with rarefied cloud
cavitation downstream off the trailing edge, the hydroacoustic
noise is much lower than when the cavitation bubble collapses
upon the foil surface. The eigenfrequency detected in the noise
spectra of low frequency comes from the periodic collapse of
cloud cavitation as a monopole acoustic source.

The differences in trends between 2-deg and 5-deg angles of
attack can be similarly understood. For the 2-deg a.o.a., because
the power emitted by the bubble collapse upon the foil surface is
so overwhelming, it accounts for most of the noise level; thus PAL
does not increase too much even when the periodicity happens.
For the 5-deg a.o.a., sheet cavitation with a vapor-mixed pattern
develops gradually with the expanding of the cavitated region. But
the slope of the partial noise level grows less abruptly than
the slope of the bubble type does at 2-deg a.o.a., because the
collection of cloud cavitation collapses downstream off the trail-
ing edge. This trend is in agreement with the results from the
headforms.

6 Conclusion
By means of hydroacoustics measurement and high-speed

cinegraphy, the transitional patterns and acoustic characteristics of
cavitating flow on a two-dimensional hydrofoil and axisymmetric
bodies with hemispherical and 45-degree conical headform were
studied in this paper. The results are obtained as follows:

1 For the NACA16012 hydrofoil under 2- and 5-degree angle
of attack, the partial acoustic level increases when the periodicity
of cavitating flow happens, and then decreases until the conditions
of supercavitation occur. The efficiency of noise generation of
bubble cavitation is much greater than that of attached cavitation
in a vapor-mixed state.

2 For the 45-degree conical headform and the hemispherical
headform, neither the maximum PAL nor the periodic unsteadi-
ness of cavitation was detected in the test. The slope of the partial
acoustic level against cavitation number changes correspondingly
with pattern shift. Cavitation in a vapor-layer state emits stronger
noise than a cavitating flow does in a bubbly or vapor-mixed state.

3 The periodicity of hydrofoil cavitation flow is found to be
closely related to the flow velocity and cavitation number.

4 Based on the high-speed cinegraphic observations on the pro-
cess of cloud cavitation shedding, it is discovered that more com-
plicated processes are involved to trigger cavitation shedding
other than a reentrant-jet. As a result of cavity-flow interaction,
the unstable cavitation is mainly caused by the transcritical fea-
tures of flow separation, in which the flow structures within vortex
cavitation are generated periodically. Meanwhile, one cycle of
cavity shedding can be divided into three consecutive phases:
growing, hatching, and breaking.

Nomenclature

SPL 5 sound pressure level

s5P`2PV/ 1
22rU`

2
5 cavitation number

Re5UL/g 5 Reynolds number
PAL 5 partial acoustic level

PAL0 5 PAL in a non-cavitating state
SPAL 5 slope of partial acoustic level

P` 5 static pressure at infinity
Pn 5 saturated vapor pressure

r 5 density of water
U 5 velocity of incident flow
L 5 characteristic length~chord length of

the hydrofoil in this test!
g 5 dynamic viscosity
p 5 sound pressure

p0 5 reference sound pressure (1mPa)
s( f ) 5 spectral density of sound pressure

f 5 frequency
s i 5 incipient cavitation number

a.o.a. 5 angle of attack~degree!
St5 f L/U 5 Strouhal number
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Dry Patch Stability of Shear
Driven Liquid Films
The breakdown of the liquid film at the wall in annular gas-liquid flow may lead to the
formation of a stable dry patch. For the case of heat transfer surfaces this causes a hot
spot. Dry patch stability depends on a balance of body and surface forces. In the present
study the film is driven by the interfacial shear force and the gravity force is negligible.
Hartley and Murgatroyd proposed a model for dry patches of shear driven films based on
a balance of surface tension and inertia but the film contact angle had to be adjusted to
an unrealistic value to fit the model to experimental data. Murgatroyd later proposed an
additional force because the wall and the interfacial shear stresses on the film are unbal-
anced near the dry patch. The magnitude of the net shear force on the film is determined
by a characteristic length,l, over which this imbalance occurs. However, Murgatroyd did
not validate the model with a mathematical solution for the distribution of the shear
stresses but determinedl empirically to fit the experimental data. A new computational
fluid dynamics (CFD) solution of the flow field in the film around the dry patch has been
obtained. The CFD results confirm Murgatroyd’s hypothesis, although the details are
more complex. In addition new experimental data for adiabatic upward annular air-water
and air-ethylene glycol flows provide further validation for Murgatroyd’s model.
@DOI: 10.1115/1.1412459#

Introduction
Hartley and Murgatroyd@1#, in an early analysis of the break up

of a liquid film in annular flow, used a simple balance between
surface tension and the inertia of the film to determine the stability
of the dry patch. Murgatroyd@2# modified the force balance, add-
ing the force due to the unbalanced shear stresses between the
solid-liquid and liquid-gas interfaces. However, this force has not
been widely used. In fact, on some occasions, in order to bring
Hartley and Murgatroyd’s model and experiments into agreement
the contact angle has been used as a free parameter~e.g., Hewitt
and Lacey@3# used a contact angle of 17 deg to correlate their
shear driven film data and Ueda et al.@4# used a contact angle of
15 deg for their falling film data!. The present work contains a
CFD analysis that validates Murgatroyd’s model and that, hope-
fully, makes the nature of the shear force a little more clear.

It is noteworthy that the force balance approach for the adia-
batic case has not been investigated further. However, a significant
amount of work has been carried out to study additional forces
that appear due to heat transfer for shear driven films~e.g., Zuber
and Staub@5# and Chung and Bankoff@6#! and falling films~e.g.,
Ueda et al.@4# and Hoke and Chen@7#!.

Another method to predict the breakup of the liquid film is the
energy criterion for the transition from film flow to rivulets. Ac-
cording to this criterion the transition occurs when the sum of the
kinetic and surface energies of the rivulets becomes smaller than
that of the film~e.g., Saber and El-Genk@8#!.

Finally, the stability analysis of the liquid film has received
wide attention~e.g., for linear stability see Bankoff@9# and for
nonlinear stability see Joo et al.@10#!.

Analysis
The force balance model contains the forces that act on a con-

trol volume situated along the center streamline of the liquid film
leading to the dry patch. A diagram of the film and the control
volume are shown in Fig. 1. The liquid film is considered to be

symmetric along the dividing streamline~E-G!. At point E the
liquid film is undisturbed, and has a laminar velocity profile, i.e.,
Couette flow. Point G is a stagnation point. The liquid film at the
edge of the dry patch is characterized by the static liquid-solid
contact angle. The gas flow is assumed to produce a uniform shear
over the film. This is a good approximation since a typical film
thickness is approximately 100 microns, and the resulting change
in the gas velocity from the wetted area to the nonwetted area is
very small. Furthermore, the effect of the surface waves is
neglected.

The adiabatic dry patch model contains four components: liquid
inertia, gravity, surface tension, and the shear force.

The liquid inertia effect is due to the change in fluid momentum
entering the control volume at point E and exiting through the
right side between points E and G~Fig. 1!. The fluid enters the
control volume fully developed and then curves around the dry
patch thus changing its direction and momentum. The inertia
‘‘force’’ per unit width, Dz, is:

Fm

Dz
5

Min2Mout

Dz
5

1

2
r lE u2dy (1)

The Couette flow at the entrance of the control volume is given by

u~y!5
ui

d
y (2)

whereui is the liquid velocity at the liquid-gas interface andd is
the film thickness. Substituting Eq.~2! into Eq.~1! and integrating
across the film thickness yields

Fm

Dz
5

1

6
r ldui

2 (3)

The net surface tension force on the control volume is caused
by the difference in thex direction component of the surface ten-
sion at the two ends of the control volume as shown in Fig. 2.
Thus the net surface tension force per unit width over the control
volume is:

Fs

Dz
5s~12cosu! (4)

The gravity term for the control volume is simply:
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Fg

Dz
5r lgld (5)

wherel is the length of the control volume in thex direction.
The shear force hypothesis relies on the assumption that the

viscous shear at the liquid-solid interface goes to zero at the stag-
nation point. The shear force at the liquid-gas interface remains
constant over the entire area of the control volume. The unbalance
in the shear results from the difference in the shear at the two
interfaces. A graphical representation of the shear forces is shown
in Fig. 3. At point E the shear stresses at both interfaces are equal
but in opposite directions~i.e., fully developed flow!. Approach-
ing the dry patch, the shear at the solid wall decreases and the
shear at the gas interface remains constant. This produces a net
surface force over the control volume. Murgatroyd assumed the
wall shear to be a linear function ofx:

tsl5tgl

x

l
f or x,l

tsl5tsl f or x>l (6)

wherel is the characteristic length over which the shear stresses
are not in equilibrium. The shear force is obtained integrating the
shear stresses over the control volume surface from G to E:

Ft

Dz
5tglE

0

lS 12
x

l Ddx5tgl

l

2
(7)

The total force balance on the liquid film is finally the summation
of the four separate forces:

1

6
r ldui

21
1

2
ltgl5r lgdl1s~12cosu! (8)

If the left-hand side of the equation is dominant then the dry patch
will be unstable and will be washed away, if both sides are equal
then the dry patch will remain stationary, otherwise the dry patch
will grow or move slowly along the solid surface. Equation~8!
has an unknown term,l. In the rest of the paper a relation for it is
developed using computational fluid dynamics and experimental
data.

One nondimensional number can characterize adiabatic dry
patch stability for a fluid with high surface tension, such as air-
water flows, when the surface tension force and shear are domi-

Fig. 2 Surface tension force

Fig. 3 Shear shear stresses acting on the control volume „t fg :
stress at the liquid gas interface and t fs : stress at the wall …

Fig. 1 Dry patch schematic
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nant. If the ratio of these two forces is greater than one then a dry
patch should remain stable, so the stability condition is:

ps5
s~12cosu!

1

2
ltgl

.1 (9)

CFD Model
A relation for l is obtained with the aid of the computational

fluid dynamics~CFD! code PHOENICS@11#. The flow field of the
liquid film is first calculated to determine the viscous stress field
so thatl may be found.

To get an accurate solution the geometry of the CFD model
should be close to the actual flow. The control volume used for the
CFD model is different from that of the analytic model. The grid
used is shown in Fig. 4. The flow domain is 30 mm long and 15
mm wide. The width corresponds to half the circumference of the
tube. The depth of the film is 0.1 mm. The dry patch is 20 mm
wide. Because of symmetry only half of the dry patch is included
in the computational domain.

The CFD model is set up so the liquid film has fully developed
Couette flow, given by Eq.~2!, at the inlet and is uniform in thez
direction. It is important to note that Eq.~2! corresponds to Cou-

ette flow without the effect of gravity. Therefore the present analy-
sis is not valid for those cases where gravity is significant.

The left side of the liquid film is the center streamline leading
to the dry patch. This is a plane of symmetry. The right side of the
liquid film is also a plane of symmetry since the width of the grid
in the z direction is 1/2 of the inside diameter of the tube. It is
assumed that an actual flow has only one dry patch. The size and
shape were estimated from observations made in the laboratory.

The upper surface of the film is the liquid-gas interface. The
boundary condition at this surface is a uniform shear stress in the
x direction. The lower surface of the liquid film is the liquid-solid
interface. At this interface there is a no-slip boundary condition.

At the edge of the dry patch, the liquid film flow must turn
around it. There is a boundary condition of no flow across this
surface. The final boundary is the outlet and here there is no
restriction imposed. Therefore the fluid can only enter at the inlet
and will only leave at the outlet. The flow slows as it approaches
the dry patch and there is a stagnation zone near the point G. The
solution of the velocity field can be seen from the velocity vector
plot in Fig. 5 and the sketch in Fig. 6. The flow at the bottom of
the film actually reverses near the stagnation point, and so does
the shear stress~Fig. 7!. In the zone upstream of G the net flow is
stagnant and since the flow in the upper surface of the film is

Fig. 4 Body fitted coordinate grid for dry patch CFD
calculations

Fig. 5 Velocity vectors showing the film flow pattern around
the dry patch Fig. 6 Schematic of film flow around dry patch
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driven by the uniform shear stress~i.e., the boundary condition! it
moves in the positivex-direction. Therefore the flow near the wall
must move in the negativex-direction.

Once the basic flow pattern has been obtained the shear stress
distribution along the dividing streamline is calculated. Since the
velocity field through the liquid film is known from the CFD
solution, and the area of each cell in the mesh is known, the shear
force per cell surface area is:

Ft52m
ucell

1
2 dcell

Acell . (10)

The resulting stress distribution is shown in Fig. 7. Comparing the
result with Fig. 3 it is seen that the hypothetical stress distribution
proposed by Murgatroyd is too simple. However, the basic idea
that the shear stress at the wall goes to zero at the intersection of
the dividing streamline and the line of contact of the dry patch is
correct.

The lengthl is calculated by integrating the shear stress profile
~i.e., summing the individual cell shear stresses along the dividing
streamline! at both interfaces starting from the edge of the dry
patch and moving upstream.l is defined as the distance from the
edge of the dry patch to the point where the integrated liquid-solid
shear force is 1/2 of the liquid-gas shear force. This arbitrary
definition is used to match Murgatroyd’s model~i.e., Eq.~7!!.

This calculation ofl was performed for different Reynolds
numbers,

Ref i lm5
r luld

m l
. (11)

The solid line in Fig. 8 shows the results of the CFD calculations.
The change ofl/d with the film Reynolds number is small. This
means that the inertia of the fluid has little effect so the sensitivity
of the model to the Reynolds number is negligible. This is a con-
sequence of the low values of Re over which stable dry patches
occur. If dry patches were to occur at higher values of Re then
inertia would play a role.

A convergence study was performed on both the number of
iterations and the refinement in the mesh spacing. The number of
iterations was doubled successively until the solution forl
stopped changing.

Three different grids were generated to test mesh refinement
convergence, by doubling the number of cells in each direction.
The velocity profile at a location 1 mm from the dividing stream-
line and 1 mm away from the dry patch is plotted in Fig. 9. This
figure shows that the refinement in the mesh spacing from the
40310320 grid to the 80320340 grid does not produce a sub-
stantially improved solution. This is especially true near the
liquid-solid interface where the calculation ofl is made. Based on
this result all the calculations were performed with the 40310
320 grid.Fig. 8 Relationship of lambda to the film Reynolds number

Fig. 7 Shear stress distribution along the dividing streamline

Fig. 9 Convergence test of velocity profile across the film
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Experiment
The experiment is similar to Hewitt and Lacey’s@3#. A vertical

air-water loop, Fig. 10, with a 9.5 mm I.D. test section is used. In
this experiment the annular flow is developed in a mixing cham-
ber at the base of the test section. The mixing chamber consists of
a porous tube through which the liquid film is injected. The air
flows into the porous tube from the bottom. The liquid and gas
flow rates are controlled with fine adjustment needle valves and
the flow is monitored using standard rotameters. The test section
itself is approximately 300 tube diameters long and constructed of
clear 9.5 mm I.D. Lexan tubing. The length of the test section
assures that the flow will be fully developed at the measurement
area. The system pressure and pressure drop across the test section
are measured with mercury and water manometers, respectively.
The film thickness is measured using a needle attached to the end
of a micrometer; the needle is at a 20 deg angle to the tube wall

and it enters the test section downstream of the measurement area
so it can contact the film without disturbing the flow upstream.

Experiments were carried out with air-water and air-ethylene
glycol ~properties of water: the surface tension is 0.0735 N/m, the
density is 998 kg/m3 and the viscosity is 1 cp; properties of
ethylene-glycol: the surface tension is 0.0484 N/m, the density is
1119 kg/m3 and the viscosity is 19.9 cp, taken at 20°C from the
CRC Handbook of Chemistry and Physics, 50th edition!. The val-
ues of the wetting angle,u, were measured separately by placing a
liquid drop on a lexan sheet and taking a close up photography of
the profile of the droplet. The measured values for water and
ethylene-glycol were approximately 60 deg. The value for water is
in agreement with the data of Chappius@12#.

The dry patch is initiated by creating a disturbance to the flow
with a small air jet as shown in Fig. 10. The air jet is controlled by
an electric solenoid valve and a pressure regulator.

At the beginning of the experiment the tube wall is completely
wetted with a film and the gas flow is kept at a moderate value to
sustain the annular regime~i.e., j g is approximately 20 m/s!. The
liquid flow rate is then reduced and held constant while the gas
flow is reduced in small steps to reduce the shear in the film. After
each successive reduction of the gas flow the air jet is cycled to
create a dry patch. Depending on which forces dominate the flow
the dry patch will remain in a stagnant position or the liquid will
rewet the surface. If the liquid film will no longer rewet the sur-
face and the dry patch is stagnant then it is considered to be a
stable dry patch and the data is recorded.

The experimental data are presented in Table 1 and Fig. 8 along
with data from the experiment of Hewitt and Lacey@3#. The val-
ues ofl/d were calculated such that Eq.~8! is satisfied. It is also
noted that the shear stress was obtained from the measured pres-
sure drop, and not calculated from the gas velocity. The film thick-
ness given in Table 1 was calculated according to the formula
given by Henstock and Hanratty@13# for laminar flow:

Fig. 10 Schematic of experiment

Table 1 Dry patch data „Measurements obtained at standard temperature and pressure …
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dAtgl /r l

n l
51.414 Ref i lm

0.5 (12)

We have also considered Asali et al.’s correlation@14#. The needle
probe film thickness data has a lot of scatter and is more or less
bounded by these two correlations. Since the average error of the
film thickness data with respect to both correlations is similar we
had no preference and chose Henstock’s correlation. The compari-
son of Henstock’s correlation with the film thickness data pro-
duces an average error of 46 percent. This is the largest contribu-
tion to the total error shown by the error bars in Fig. 8.

The average value of all the data isl/d5168 with a standard
deviation of 16 percent and a maximum deviation of 35 percent.

The air-ethylene glycol datum was obtained for further valida-
tion of the model at different conditions. Ethylene glycol has a
viscosity approximately 20 times that of water~i.e., the film Rey-
nolds number is 20 times smaller! but the liquid density is similar.

Discussion
Table 1 contains the new data together with Hewitt and Lacey’s.

For the air-water experiment spontaneous dry patch formation was
observed at very low liquid flows~i.e., without the air jet!. These
data are also recorded in Table 1 but they are not analyzed.

The three forces shown in the table are calculated from the
measurements. The remaining shear force is obtained by satisfy-
ing Eq. ~8!. Finally, l/d is calculated with Eq.~7! given the inter-
facial shear obtained from the pressure drop measurement. The
most significant forces in Eq.~8! for all the data in the table are
the shear and the surface tension~i.e., the contributions of the
gravity and inertia terms are relatively small!.

The magnitude of the inertia force is relatively small for all the
air-water data and negligibly small for the ethylene-glycol data.
This is in agreement with the small Reynolds number dependence
of the CFD results.

The magnitude of the gravity force was never more than 40
percent of the surface tension force for any of the air-water data
obtained, and, in general, it was much smaller. This was not true
for the ethylene glycol data where the gravity force was greater
than the surface tension force for all cases except the one shown
in Fig. 8. The reason to discard the rest of the data is that the CFD
model does not include the effect of gravity, and therefore the
dependence ofl/d on gravity has not been studied. Based on this
the limit of the present theory may be defined by

pg5
r lgd
1
2 tgl

,0.4 (13)

The CFD results validate Murgatroyd’s hypothesis of the shear
imbalance and the CFD results forl/d are in good agreement with
the experimental data. It is important to note that the CFD calcu-
lations were performed for a dry patch size ofd520 mm~see Fig.
1! and the results would vary for a different choice. With this
limitation in mind it is remarkable that none of the data are far
from the particular set of CFD solutions withd/d5200. Although
the dry patch sizes were not carefully measured in the present
experiment, nor in Hewitt and Lacey’s,d/d5200 is a rough ap-
proximation to the observations.

A CFD calculation whered/d was halved resulted in a value of
l/d of one half. Therefore, with some caution, it may be stated
thatl/d is proportional tod/d and the dotted line through the data
in Fig. 8 then leads to the final statement that

l>0.84d. (14)

Conclusion
The present research has shown two separate results on the

stability of dry patches of the shear driven liquid film in annular

two-phase flow. The first result is the closure of the shear force.
Murgatroyd’s constitutive relation has been validated, using CFD
to simulate the flow, and the length scale needed to correlate the
shear force has been shown to be in agreement with the CFD
calculations.

The second result is the validation of the model with experi-
mental data for adiabatic air-water and air-ethylene glycol flows.
These data show that Murgatroyd’s model does predict the stabil-
ity of dry patches over a wide range of conditions.
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Nomenclature

d 5 dry patch width
D 5 tube diameter
g 5 gravity
J 5 superficial velocity

M 5 momentum flow
Refilm 5 film Reynolds number

u 5 liquid velocity
d 5 film thickness
u 5 contact angle
l 5 characteristic length
m 5 dynamic viscosity
n 5 kinematic viscosity
r 5 density
s 5 surface tension

tsl 5 wall shear
tgl 5 shear at liquid-gas interface

Subscripts

i 5 interfacial
g 5 gas, gravity
l 5 liquid

m 5 inertial

References
@1# Hartley, D. E., and Murgatroyd, W., 1964, ‘‘Criteria for Break-up of Thin

Liquid Layers Flowing Isothermally over Solid Surfaces,’’ Int. J. Heat Mass
Transf.,7, pp. 1003–1015.

@2# Murgatroyd, W., 1965, ‘‘The Role of Shear and Form Forces in the Stability of
a Dry Patch on Two-phase Film Flow,’’ Int. J. Heat Mass Transf.,8, pp.
297–301.

@3# Hewitt, G. F., and Lacey, P. M. C., 1965, ‘‘The Breakdown of the Liquid Film
in Annular Two-phase Flow,’’ Int. J. Heat Mass Transf.,8, pp. 781–791.

@4# Ueda, T., Inoue, M., and Nagatome, S., 1981, ‘‘Critical Heat Flux and Droplet
Entrainment Rate in Boiling of Falling Liquid Films,’’ Int. J. Heat Mass
Transf.,24, pp. 1257–1266.

@5# Zuber, N., and Staub, F. W., 1966, ‘‘Stability of Dry Patches Forming in Liquid
Films Flowing over Heated Surfaces,’’ Int. J. Heat Mass Transf.,9, pp. 897–
905.

@6# Chung, J. C., and Bankoff, S. G., 1980, ‘‘Initial Breakdown of a Heated Liquid
Film in Co-current Two-component Annular Flow: II. Rivulet and Dry Patch
Models,’’ Chem. Eng. Commun.,4, pp. 455–470.

@7# Hoke, B. C., Jr., and Chen, J. C., 1992, ‘‘Thermo-capillary Breakdown of
Falling Liquid Films,’’ Ind. Eng. Chem. Res.,31, pp. 688–694.

@8# Seber, H. H., and El-Genk, M. S., 2000, ‘‘Determination of the Minimum
Thickness of an Isothermal Liquid Film on a Vertical Surface,’’ Proceedings of
the 34th National Heat Transfer Conference, Pittsburgh, PA, August 20–22.

@9# Bankoff, S. G., 1971, ‘‘Stability of Liquid Flow Down a Heated Inclined
Plane,’’ Int. J. Heat Mass Transf.,14, pp. 377–385.

@10# Joo, S. W., Davis, S. H., and Bankoff, S. G., 1996, ‘‘A Mechanism for Rivulet
Formation in Heated Falling Films,’’ J. Fluid Mech.,321, pp. 279–298.

@11# PHOENICS, CHAM, Bakery House, 40 High Street, Wimbledon Village, Lon-
don SW19 5AU, United Kingdom.

@12# Chappius, J. 1982,Multiphase Science and Technology. G. F. Hewitt, J. M.
Delhaye, and N. Zuber, eds., Vol. 1, Hemisphere, pp. 387–505.

@13# Henstock, W. H., and Hanratty, T. J., 1976, ‘‘The Interfacial Drag and Height
of the Wall Layer in Annular Flows,’’ AIChE J.,22, No. 6, pp. 990–1000.

@14# Asali, J. C., Hanratty, T. J., and Andreussi, P., 1985, ‘‘Interfacial Drag and Film
Height for Vertical Annular Flow,’’ AIChE J.,31, No. 6, pp. 895–902.

862 Õ Vol. 123, DECEMBER 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Tianliang Yang1

Liqiu Wang

Department of Mechanical Engineering,
The University of Hong Kong,

Pokfulam Road, Hong Kong

Solution Structure and Stability
of Viscous Flow in Curved Square
Ducts
The bifurcation structure of viscous flow in curved square ducts is studied numerically
and the stability of solutions on various solution branches is examined extensively. The
solution structure of the flow is determined using the Euler-Newton continuation, the
arc-length continuation, and the local parameterization continuation scheme. Test func-
tion and branch switch technique are used to monitor the bifurcation points in each
continuation step and to switch branches. Up to 6 solution branches are found for the
case of a flow in the curved square channel within the parameter range under consider-
ation. Among them, three are new. The flow patterns on various bifurcation branches are
also examined. A direct transient calculation is made to determine the stability of various
solution branches. The results indicate that, within the scope of the present work, at given
set of parameter values, the arbitrary initial disturbances lead all solutions to the same
state. In addition to stable steady two-vortex solutions and temporally periodic solutions,
intermittent and chaotic oscillations are discovered within a certain region of the param-
eter space. Temporal intermittency that is periodic for certain time intervals manifests
itself by bursts of aperiodic oscillations of finite duration. After the burst, a new periodic
phase starts, and so on. The intermittency serves as one of the routes for the onset of
chaos. The results show that the chaotic flow in the curved channel develops through the
intermittency. The chaotic oscillations appear when the number of bursts becomes large.
The calculations also show that transient solutions on various bifurcation branches os-
cillate chaotically about the common equilibrium states at a high value of the dynamic
parameter. @DOI: 10.1115/1.1412457#

Introduction
Pressure-driven flow in curved ducts is encountered in various

practical processes. Flows in separation processes, heat exchang-
ers, and physiological systems represent examples. Therefore, the
flow phenomena in the curved ducts have drawn sustained atten-
tion. Dean@1# first formulated the problem mathematically under
fully developed flow conditions and demonstrated the existence of
a pair of counter-rotating vortices as a secondary flow in the
curved pipe, known as the Dean Problem in the literature. The
Dean problem was studied quite extensively by many researchers
after Dean’s pioneering work. For example, Stewartson et al.@2#
studied the phenomena of boundary-layer collision in a curved
duct extensively using numerical method. For a full review of the
studies, readers can reference the work of Berger et al.@3#, Nan-
dakumar and Masliya@4#, Itō @5#, and Berger@6#. As the present
work aims to understand the multi-solution structures and their
stability for a flow inside of the square curved duct, our brief
literature review is mainly on flow bifurcation and stability of
fully-developed flows. The Dean problem is characterized by a
dimensionless parameter called Dean number De, defined as a
combination of the Reynolds number and the curvature ratio of
the channels. It is used to measure the importance of the inertial
and centrifugal forces relative to the viscous force. For a certain
range of Dean number, the inertial, centrifugal, and viscous forces
are of comparable magnitude. Nonlinear effects are thus very
strong and flow bifurcations appear. Cheng and Akiyama@7# first
mentioned the multi-solution phenomena in the Dean problem.
They conducted a laminar forced convection heat transfer study in

a loosely coiled curved rectangular duct and proposed that there
are dual solutions. Joseph et al.@8# predicted an additional four-
vortex secondary flow structure in the curved square duct and
Masliyah @9# formed the same solution structure for the case of
curved semicircular pipe with a flat outer wall.

Nandakumar and Masliyah@10# investigated the occurrence of
dual solutions in curved ducts numerically. They proposed that the
two-vortex solution and four-vortex solution coexist. The stability
of multiple solutions was not studied. Winters@11# presented a
rather comprehensive study of bifurcation structure of fully-
developed laminar flows in coiled rectangular duct. They found
the 2D four-cell flow to be unstable. They also computed the
symmetry-breaking bifurcation and the asymmetric solution.
However, the calculation in Winters@11# was made only for a
relatively small range of Dean numbers. Furthermore, the stability
studied by Winters@11# is inconclusive. Daskopoulos and Lenhoff
@12# extended the work by Winters@11#. They used an effective
numerical algorithm to study the bifurcation structure and found
the solution structure obtained much more complicated than that
by Winters @11#. In addition to the two-vortex and four-vortex
flow structures, symmetric six-vortex and eight-vortex flows were
found to co-exist at relatively higher values of Dean number. Be-
cause their calculations were conducted in the half a region under
the assumption of symmetry, no asymmetric solutions were pre-
sented in their work.

The present work adds three new solution branches to the
known bifurcation structure. Stability analysis of various solution
branches, by a transient calculation method, reveals four kinds of
physically realizable fully-developed flows: Stable steady solu-
tion, temporally periodic flow from Hopf bifurcation, intermittent
flow and chaotic flow. The intermittency and chaotic phenomena
are emphasized below based on the following observations:
~1! There exists no detail study of the transition from steady
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flow to the temporally chaotic oscillation.~2! The chaotic oscilla-
tion feature of channel flows appears not to have been studied
before.

Governing Equations and Numerical Algorithm

Governing Equations. Consider the fully developed laminar
flow of viscous fluids in a curved square duct~Fig. 1!. Properties
of the fluid are taken to be constant. The gravitational force is
negligible compared with the centrifugal force. In the coordinate
system~R, Z, f! as shown in Fig. 1, the governing equations in
terms of dimensionless variables are~Cheng et al.@13# and Wang
and Cheng@14#!:
Continuity equation:
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Boundary conditions~nonslip, impermeability! may be written,
in terms of dimensionless variables, as

u5v5w50 at r50, 1 f or 20.5<z<0.5, (5)

u5v5w50 at z520.5, 0.5 f or 0<r<1. (6)

This is a two-parameter problem~s and Dk!. In the present
work, we fix the curvature ratios at 0.02~a typically value for
cooling systems of rotor drums and conductors of electrical gen-
erators! to study the effect ofDk by changingDk from 0–800.

Numerical Algorithm for Bifurcation Structure. For steady
bifurcation structure, we remove the time-dependent terms in Eqs.

~1!–~4!. The governing Eqs.~1!–~4! are then discretized under the
boundary conditions~5! and~6! by a finite volume method which
is an adaptation of that in Patankar@15# and Wang and Cheng
@14#. Main features of this method include a staggered mesh sys-
tem, a power-law formulation for the combined effect of convec-
tion and diffusion terms, and central difference scheme for source
terms and the continuity equation. After this discretization in the
flow domain, we obtain a set of nonlinear algebraic equations, the
so-called discretization equations, which approximate the govern-
ing differential equations~1!–~4! for the boundary conditions~5!
and~6!. The steady solutions on the single solution branch of the
nonlinear algebraic equations are found by using the continuation
algorithm together with the Newton iteration method~Rheinboldt
@16# and Keller@17#!. A test function proposed by Seydel@18,19#
is used to detect the bifurcation points on the solution branch
during the continuation process. The indirect method of branch
switching technique developed by Seydel@18,19#, is used to
switch branches.

Grid-Dependence Check. The grid dependence was checked
by three pairs of grid sizes uniformly distributed in the flow do-
main. They are 40340, 50350, and 60360. The pair of numbers
(L3K) represents the number of grid points used inr- and
z-directions, respectively. The bifurcation diagram has no qualita-
tive difference for all three pairs of grid sizes. The quantitative
difference between 50350 and 60360 grids is also very small for
most of the region of interest. The numerical data are shown in
Table 1 for eight cases atDk520, 100, 180, 300, 450, 550, 700,
and 800 ~all at the primary solution branchS1), respectively.
Three representative properties, namely, Dean number~De!, maxi-
mum of absolute values of secondary flow stream function
(ucumax) and maximum streamwise velocity (wmax), as well as the

Fig. 1 Physical problem and coordinate system

Table 1 Variations of De, cmax , w max and CPU time in seconds
with different grids on primary solution branch
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CPU time for one continuation step alongS1 , are listed in Table 1
for comparison. The computations were carried out on DIGITAL
Personal Workstation AU 600. The general trend of these results,
as the grid size is decreased, tends to indicate that the solutions for
the case of 50350 grids are accurate to within 1 percent toler-
ance. We also checked the detailed variations of flow fields on
various solution branches for different grid sizes, and found that
50350 is indeed a reasonably accurate choice for square ducts. To
verify the code further, four representative properties obtained by
the present work are shown in Table 2 together with those by
Wang and Cheng@14# at Dk5100, s50.02, where there is only
one solution. The results are in good agreement, with a very small
difference~less than 2 percent! being due to the different numeri-
cal methods used in two studies. It is worth noting that the CPU
time increases rapidly as the grid spacing decreases. In order to
have a balance between the cost of the computer time and the
accuracy of the solution, we carried out all the computations with
50350 uniform meshes for square ducts.

Stability of the Solutions. For stability, dynamic responses
of the multiple steady solutions to finite random disturbances are
made. The governing equations with the time-dependent terms are
first discretized using the finite volume method mentioned above.
The fully implicit method is used because of its superior numeri-
cal stability. The discretization equations are then solved by the
continuation algorithm together with the Newton iteration method
using time as the continuation parameter. The initial condition at
t50, which also serves as the starting point of the continuation
scheme, is formed by the steady solution plus a finite random
disturbance. The random disturbance is generated by the product
of a random vector~12400! and the maximum percentage of dis-
turbing value over the steady value~4%, 10%, and 15% in the
present work!. The random vector with the component number
equal to that of steady solution vector is produced by the com-
puter in forms of random values from21 to 1.

Results and Discussion

Solution Structure and Flow Pattern. The solution structure
is shown in Fig. 2 using theu-component velocity at~0.9, 0.64! as
the state variable andDk as the bifurcation parameter. This spatial
location is chosen because the flow changes most significantly in
this region and both symmetric and asymmetric branches are
made visible. This fact can be proved by the solution structure
using the average parameters@Nusselt number Nu or friction fac-
tor ( f Re)# as the state variables andDk as the bifurcation param-
eter~Yang and Wang@20# and Yang@21#!. In Fig. 2, the symmetric
and asymmetric solution branches are denoted bySandA, respec-
tively. Among them, branchA1 is bifurcated fromS1 at the
symmetry-breaking bifurcation pointsS1

A1. BranchesA2 , A3 , and
A4 are bifurcated fromS2 at three symmetry-breaking bifurcation
pointsS2

A2, S2
A3, andS2

A4, respectively. On each of the solution
branches, there are at least one limit point. The name of the limit
point is given byAnm or Snm ~where,n is the serial number of the
solution branch andm is the serial number of limit point!. For
example,S12 represents the second limit point on the solution
branchS1. The limit points on each of the solution branches di-
vide the branch itself into several parts. Themth part of branchSn
or An is labeled asSn2m or An2m , respectively. To visualize the
details of branch connectivity and some limit points, the locally

enlarged state diagrams are also shown in Fig. 2. As Fig. 2 is only
1D projection ofN dimensional solution branches, all intersecting
points except four bifurcation points should not be interpreted as
connection points of branches.

Among six solution branches,S1 , S2 , andA1 have been first
reported by Winters@11#. Among them,S12n in the present work
matchesSn in the work of Winters~wheren51,2,3), S221 and
S222 in the present work matchS5 andS4 in the work of Winters
@11#, respectively. We here reconfirm and extend their findings up
to Dk5800. While no new limit and bifurcation points are found
along S1 and A1 , four additional limit points~first reported by
Daskopoulos and Lenhoff@12#! and three new symmetry-breaking
bifurcation points are detected alongS2 . In particular, three
symmetry-breaking bifurcation points lead to three pairs of asym-
metric solution branchesA2 , A3 , andA4 .

The secondary flows atDk5550 andDk5700 on each solu-
tion branch and atDk5180 onS121 are shown in Fig. 3 and Fig.
4, respectively. The streamlines are used to illustrate the flow
patterns in the figures. OnS121 , the secondary flow is a 2-cell
form with two Ekman vortices distributed symmetrically in the
duct. OnS123 , the secondary flow is a four-cell state with two
Ekman vortices and two Dean vortices@Fig. 3~b!, Fig. 4~a!#. De-
tailed description of the Ekman vortices and Dean vortices can be
found in Wang and Cheng@14#. On A121 , the vortex at the lower
part of the duct stretches to the upper part near the outer wall@Fig.
3~c!, Fig. 4~b!#.

The mirror image of the solution onAn21 about the duct hori-
zontal central-plane yields the solution onAn22 for a given value
of Dk (n51,2,3,4). Therefore only secondary flow patterns on the
solution sub-branchesA121 , A221 , A421 are shown in Fig. 3 and
Fig. 4.

The secondary flow becomes a four-cell state with two Ekman
vortices and two Dean vortices again on the subbranchS221 @Fig.
3~d!, Fig. 4~c!#. Unlike the four-cell pattern shown in Figs. 3~b!
and 4~a!, two Dean vortices here stretch spanwise rather radically.

Fig. 2 Solution branches and their connectivity for the flow
through the stationary curved duct of square cross-section at
sÄ0.02, PrÄ0.7 „dimensionless velocity in r direction at r
Ä0.9, zÄ0.14 vs. Dk …. „a… Connectivity between S1 and A 1 , „b…
four limit points on A 1 , „c… connectivity between S2 and A2, „d…
connectivity between S2 and A3, „e… connectivity between S2
and A4

Table 2 Comparison of four representative properties at Dk
Ä100, sÄ0.02 with those in Wang and Cheng †14‡
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On S222 , the secondary flow@Fig. 3~e!# is a two-vortex patterns
state. The flow onS223 is a weak 4-cell state with a pair of very
weak Dean vortices@Fig. 3~f !#. The limit point betweenS223 and
S224 leads the weakly 4-cell flow onS223 to a 6-cell state on
S224 with two pairs of Dean vortices along the outer wall@Fig.
3~g!, Fig. 4~d!#. The second pair appears because of the splitting
of the original pair. The secondary flow onS225 is an 8-cell
pattern@Fig. 4~e!#. Flows onS226 are also 8-cell state with three
pairs of Dean vortices@Fig. 4~f !#. The 8-cell structure onS226
~the third pair of Dean vortices in particular! is stronger than that
on S225 . Because the solution branchA2 is bifurcated from the
two-cell solution onS222 @Fig. 2#, the secondary flow onA221
@Fig. 4~g!# is also a two-cell state. The solution branchA4 is
bifurcated fromS225 with a complex secondary flow pattern. The
secondary flow onA421 @Fig. 4~h!# is also complex. There are
seven vortices in the cross-section, of which five are near the outer
wall region.

Stability of Solutions on Various Branches. Because there
is no study on dynamic responses of multiple solutions to finite
random disturbances in the literature, a relatively comprehensive
transient computation is made to examine the dynamic behavior. It

is found that, ats50.02 and Pr50.7, the final dynamic evolution
after a short transient period is independent of initial disturbances
for all solutions at fixed value ofDk in the region 0<Dk<620. At
any fixed value ofDk in the range 0<Dk<620, all steady solu-
tions develop, after initial finite random disturbances, to the same
final state, i.e., there is no co-existence of two or more stable
states in this range within the scope of the present study.

Five subranges are identified with each having distinct dynamic
responses to finite random disturbances. The first ranges from
Dk50 to Dk5191.27(S11 ), where the finite random distur-
bances lead all steady solutions at any fixedDk to a 2-cell steady
state onS121 ~solid line in Fig. 2! with the sameDk. The second
covers the range 191.27,Dk<375 where all steady solutions
evolve to a temporal periodic solution. In the third sub-range
375,Dk<620, the finite random disturbances lead all solutions
to a 2-cell steady state onS222 ~solid line in Fig. 2! with the same
Dk. The fourth subrange is fromDk5620 toDk5650 where the
solutions response to the finite random disturbances in the form of
temporal oscillation with intermittency, a forecasting signal of
chaotic flows. In the last subrangeDk.650, any finite random
disturbance will deviate the solutions to chaotic oscillation states.

Fig. 3 The flow patterns at DkÄ180Õ550, sÄ0.02, PrÄ0.7.
„a… DkÄ180 on S11 , DeÄ123.4, „b… DkÄ550, DeÄ274 on S1À3 ,
„c… DkÄ550, DeÄ290 on A 1À1 , „d… DkÄ550, DeÄ279 on S2À1 ,
„e… DkÄ550, DeÄ289 on S2À2 , „f … DkÄ550, DeÄ291 on S2À3
„g… DkÄ550, DeÄ288 on S2À4

Fig. 4 The secondary flow patterns at DkÄ700, sÄ0.02, Pr
Ä0.7. „a… ReÄ2328, DeÄ329 on S1À3 , „b… ReÄ2447, DeÄ346 on
A 1À1 , „c… ReÄ2345, DeÄ332 on S2À1 , „d… ReÄ2402, DeÄ340 on
S2À4 , „e… ReÄ2400, DeÄ339 on S2À5 , „f … ReÄ2410, DeÄ341 on
S2À6 , „g… ReÄ2448, DeÄ346 on A 2À1 , „h… ReÄ2399, DeÄ339 on
A 4À1
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The first ranges fromDk50 to Dk5191.3 whereS121 is a
stable subbranch. All other subbranches are unstable in this range.
The final dynamic evolution of the steady solutions on various
subbranches at any fixedDk is a 2-cell steady state onS121 with
the sameDk. Figure 5 shows the typical dynamic evolution in this
region. In the figure, four velocity components@u(0.9,0.64),
u(0.94,0.60),u(0.96,0.56), andv(0.9,0.64)# are used to monitor
the dynamic evolution of the solution. To facilitate the compari-
son, we use these four velocity components~either velocity itself
or derivation velocity from its initial steady value! in all figures
illustrating dynamic responses of the multiple solutions to the fi-
nite random disturbances. It is observed that the four velocity
components reach the steady states after a short period of time.
The secondary flows return to the steady one shown in Fig. 3~a!,
proving that the solutions onS121 are stable while solutions on
S122 are unstable. Similar to Fig. 5, the dynamic evolution of the
solutions onS123 reach the steady states onS121 after a short
period of time too.

The second subrange covers the 191.3,Dk<375 where all
steady solutions evolve to the periodic flows. For a givenDk, the
periodic flows have the unique period and unique oscillation man-
ner. The characteristic of the periodic oscillation does not change
regarding to different initial conditions. The typical periodic fea-
ture of the dynamic evolution in this region is shown in Fig. 6.
The period of the solution is about 0.159 for the case shown in
Fig. 6.

In the third subrange 375,Dk<620, at any fixedDk, the finite
random disturbances lead all solutions on different sub-branches

to a 2-cell steady state onS222 , indicating that the steady solu-
tions on all the other branches are unstable. Figure 7 shows the
dynamic evolution of the solution onS221 at Dk5550 @Fig. 3~d!#
to steady state onS222 @Fig. 3~e!#.

The fourth subrange is 620,Dk<650 where the solutions on
all the solution branches respond to the finite random disturbances
in the form of periodic oscillation with intermittency. Figure 8
typifies the dynamic response in this region. The transient flow
oscillates periodically around the steady solution on the second
branch partS222 in the most of time. The amplitude of the peri-
odic oscillation becomes larger at largert. When the amplitude of
periodical oscillation becomes large enough, the oscillation be-

Fig. 5 Typical time evolution process in 0 ÏDkÏ191.27 at s
Ä0.02, and PrÄ0.7: dynamic response of solution on S1À2 at
DkÄ180 to finite random disturbances: evolution to stable
steady 2-cell state on S1À1

Fig. 6 Typical time evolution process in 191.27 ËDkÏ375 at
sÄ0.02, and PrÄ0.7: dynamic response of solution at Dk
Ä300 on A 1À1 to finite random disturbances: periodic oscilla-
tion „period Ä0.159…

Fig. 7 Typical time evolution process in 375 ËDkÏ620 at s
Ä0.02, and PrÄ0.7: dynamic response of solution at DkÄ550
on S2À1 to finite random disturbances: evolution to stable
steady 2-cell state on S2À2

Fig. 8 Typical time evolution process in 620 ËDkÏ650 at s
Ä0.02, and PrÄ0.7: dynamic response of solution at DkÄ630
on S2À1 to finite random disturbances: intermittency

Fig. 9 Typical time evolution process in 650 ËDkÏ800: dy-
namic response of the solution at DkÄ800, sÄ0.02, and Pr
Ä0.7 on A 3À1 to finite random disturbances: chaotic oscillation
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comes no periodic. The intermittency appears as one of routes to
chaos~Pomeau and Manneville@22#!. After an aperiodic burst, the
transient flow returns to a periodic oscillation with relatively
smaller amplitude and new periodic phase starts.

In the last subrangeDk.650, all solution branches are un-
stable, any finite random disturbance lead solutions to chaotically
oscillating states. The typical chaotic oscillation is shown in Fig.
9. Bursts still appear intermittently. However, the temporal oscil-
lation between two bursts can no longer be regarded as periodic.
Flows appear to oscillate chaotically.

Concluding Remarks
The flow bifurcation and stability in the curved square duct

have been studied numerically. Governing equations were dis-
cretized by using the finite volume method. The Euler-Newton
continuation method was used to solve the system of nonlinear
algebraic discretized equations. The indirect method was em-
ployed to detect bifurcation points and switch the branches during
the continuation.

Up to 6 solution branches have been found fors50.02 and 0
<Dk<800. Three of them are new. The direct transient calcula-
tion was made to determine the stability of various solution
branches. Five ranges with distinct stability properties have been
identified. At any fixed value ofDk in the range 0<Dk<620, all
steady solutions develop, after the initial finite random distur-
bances, to the same final state.
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Nomenclature

a 5 duct width5duct height
c1 5 streamwise pressure gradient (]p/Rc]f)
De 5 Dean number (ReAs)
Dk 5 modified Dean number (saW1/4n)

p 5 dimensionless pressure (P/r(n/a)2)
P 5 pressure of the fluid

Rc 5 radius of curvature
Re 5 Reynolds number (Wma/n)
r, z 5 dimensionless coordinates

R, Z, f 5 coordinates
t 5 time

u,v,w 5 dimensionless velocity components in directions
of R, Z, andf (u5aU/n,v5aV/n,w5W/W1)

U,V,W 5 velocity components in directions ofR, Z, andf
W1 5 representative streamwise velocity (a2c1m)
Wm 5 axial mean velocity

Wmax 5 maximum streamwise velocity
m 5 viscosity of the fluid
n 5 kinematic viscosity of the fluid
r 5 density of the fluid
s 5 duct curvature ratio (a/Rc)
t 5 dimensionless time

cmax 5 maximum of absolute values of secondary flow
stream function
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Calculation of Unsteady Flows
in Curved Pipes
Highly unsteady three-dimensional flows in curved pipes with significant variation of flow
geometry and flow parameters are studied. Using improvements in computational effi-
ciency, detailed knowledge concerning flow structures is obtained. The numerical solu-
tions of the Navier-Stokes equations have been obtained with a variation of the projection
method, and the numerical method was enhanced by new algorithms derived from the
physics of the flow. These enhancements include a prediction of the flow unsteady pressure
gradient based on fluid acceleration and global pressure field corrections based on mass
flow. This new method yields an order of magnitude improvement in the calculation’s
efficiency, allowing the study of complex flow problems. Numerical flow simulations for
oscillating flow cycles show that the curved pipe flows have a significant inviscid-like
nature at high values of the frequency parameter. The shape of the velocity profiles is
strongly influenced by the frequency parameter, whereas the influence of variations on the
pipe cross-sectional area is shown to be rather weak. For large values of the frequency
parameter the flow history strongly influences the low mass flow part of the cycle leading
to highly unusual velocity profiles. The wall shear stress is studied for all the flows
calculated. Our results show that wall shear stress is sensitive to area constrictions, the
frequency parameter, as well as the shape of the entrance profile.
@DOI: 10.1115/1.1400748#

Introduction
During the past years there have been substantial efforts in

solving flow in curved pipes. Some of the papers that have influ-
enced our work are Dean@1#, Pedley@2#, Berger and Talbot@3#,
Chung and Hyun@4#, Hamakiotes and Berger@5#, Karahalois and
Panagopoulos@6#, Riley @7#, Sumida et al.@8#, and Yam and Dw-
yer @9#. However, only recently, with the increasing power of the
digital computer, has it been possible to calculate full three-
dimensional and time-dependent flows. In this paper, we acceler-
ate these developments with an improved algorithm based on flow
physics. Our algorithm is used to calculate a series of important
flows that highlight our improvements. We have made our flow
parameters similar to those in the excellent study of quasi-three-
dimensional flows of Hamakiotes and Berger@5#. In their study,
Hamakiotes and Berger@5# solved a fully developed flow in a
curved pipe where the fully developed assumption removes the
axial coordinate from the problem. With the axial coordinate re-
moved, the influence of entrance and exit conditions cannot be
evaluated, and influences of geometric changes cannot be treated.
With the development of fully three-dimensional calculations, the
range of validity of the work of Hamakiotes and Berger@5# can be
assessed, and the important influences of geometry and entrances
conditions can be studied. The present paper did not find any
evidence of multiple solutions, such as Dennis and Ng@10#, Yang
and Keller @11#, and Hamakiotes and Berger@5#, however the
nature of our fully three-dimensional are different than the inves-
tigation just mentioned.

A major motivation for the present work is its application to
problems in physiology. For example, we are quite interested in
the implications of our studies for the fluid flow in the aortic arch
where early atherosclerotic lesions, important in the development
of cardiovascular disease, are found. These lesions are more often
found in regions of arterial branching and curvature where the
flow field is disturbed. This has motivated the notion that fluid
mechanical stresses may act as a localizing factor for the disease.

The inability of researchers to precisely and accurately character-
ize fluid flow in blood vessels has impeded elucidation of the link
between fluiddynamics and vascular disease. Thus, a detailed un-
derstanding of the time-dependent flow patterns and wall shear
stresses are necessary in order to further elucidate the genesis of
this process. The present paper is a basic study of fluid flow in this
direction, and it’s purpose is to serve as a foundation for future
studies which will include the realistic geometry of physiological
applications.

Method of Approach and Analysis
The equations solved in this paper are the time-dependent and

incompressible Navier-Stokes equations in control volume form
written as:

E E
A

VW "dAW 50 Continuity Equation (1)

E E E
V

r
DVW

Dt
dV52E E

A

pdAW

2E E
A

t% "dAW Momentum Equations

(2)

whereVW -is the fluid velocity,p-the dynamic pressure,t% -the New-
tonian stress tensor andr-the fluid density. The equations are
transformed into a generalized coordinate system in order that we
can treat generalized structured grids. These equations are solved
using a projection like method~Dandy and Dwyer@12#, Pyret and
Taylor @13#!. The pressure Poisson equation is solved with a ma-
trix free and pre-conditioned version of GMRES~Wigton et al.
@14#!. However, even with this level of sophistication, the accurate
solution of the Poisson equation requires an excessive computa-
tional effort. The basic problem appears to be the slow conver-
gence of the pressure field largely caused by the high aspect ratio
of the computational cells that result from pipe flows. In order to
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have the correct mass flow at each section of the pipe it is neces-
sary to iterate excessively on the Poisson equation leading to a
computationally expensive simulation.

In this paper, a new approach to predicting the pressure field is
introduced. Exploiting information about the unsteady flow field,
this algorithm predicts two accurate pressure corrections:

1 A pressure correction determined by the accelerating flow
field in the pipe, and

2 A pressure correction based on the defect or excess of mass
at a local pipe cross-section.

With the use of these pressure corrections an order of magnitude
improvement in computational efficiency resulted in our
calculations.

To illustrate how these pressure corrections are determined,
consider a flow into the pipe as shown in Fig. 1 satisfying the
Navier-Stokes equations at timet, with mass flow ratem(t). At
time t1Dt the mass flow increases tom(t1Dt). For an incom-
pressible fluid, this causes an increase in the average velocity
from Ū to Ū1DŪ. This velocity increase must occur at each
cross-section of the pipe, since the fluid is incompressible, result-
ing in an acceleration at each cross-section ofacel5DŪ/Dt. If
we assume that the acceleration is associated with a pressure field,
we obtain the following relationship in vector form

r
DŪW

Dt
52¹W p8 Pressure Acceleration (3)

wherep8 is the pressure field that will generate a velocity field of
magnitudeDŪW during a timeDt. For a constant area pipe, this
pressure gradient is uniform in the direction of the flow, and it
corresponds to a solution of a steady state potential equation with
Neumann conditions at the wall and the velocity specified at the
exit and inlet.

For an arbitrary shaped pipe, the accelerated flow is assumed to
satisfy the following equations

¹2f50 with
]f

]n
50 on solid boundaries (4)

]f

]s
5 f ~x,y,z! at the pipe entrance and¹W f5VW

f50 at the pipe exit

wheren is normal to the wall ands is the streamline direction. The
solution can be normalized and made independent of the magni-
tude of the velocity increaseDŪW . From a physical point of view,
this solution corresponds to an assumption that the new flow is
irrotational during the time stepDt; however, this irrotational as-
sumption can cause problems at the wall where the zero velocity
condition is valid. The use of the pressure field has a direct cor-
relation with boundary layer theory, where the pressure field from
a potential flow is used to solve the viscous flow near the wall.

The method can be summarized as follows:

1 Solve the velocity potential flow for the pipe geometry of
interest;

2 Normalize and save this solution;
3 Calculate the acceleration pressure field from Eq.~3!; and
4 Using this pressure prediction for the acceleration field, solve

the Navier-Stokes equations for this time step.

The acceleration pressure field is only an approximation of the
pressure field for the Navier-Stokes solution. The remainder of the
solution must be obtained from the Poisson equation or other pro-
cedures. One procedure to further correct for the pressure field,
that we have found to be extremely useful, is a pressure correction
based on the average velocity defect at each pipe section. The
average velocity defect is defined as

Du85F S E E
A

VW "dAW D Y Apipe2ŪG (5)

whereŪ-is the local average velocity andApipe-is the local pipe
area. The local velocity defect can be used to determine a pressure
correction using a projection like equation

r
DuW 8

Dt
52¹W p9

where the solutionp9 is the pressure correction based on the local
velocity defect in Eq.~5!. The overall solution is obtained through
the following procedure:

1 Solve the momentum equations with the time dependent
pressure term and normal dynamic pressure, (p1p8), wherep8 is
obtained from Eq.~3!;

2 Determine the local velocity defects and pressure correction,
p9;

3 Resolve the momentum equations with the new pressure
field, p1p81p9; and

4 Solve and converge the pressure Poisson equation to obtain-
ing the remaining correction to the new pressure field.

The results obtained with this procedure leads to more than an
order of magnitude improvement in computational efficiency
when compared to using the classical projection method with only
the Poisson equation determining the new pressure field. We will
now present our investigations of the structure of unsteady pipe
flows that will also illustrate these points.

Results
A section of the pipe mesh used in our calculations is presented

in Fig. 1. It should be noted that straight pipe sections are added to
the entrance and the exit of the curved pipe to limit the interaction
of the curved pipe flow with the regions where boundary condi-
tions are applied. The calculations will now be described starting
with our validation calculation of steady flow.

„A… Steady Flow in a Curved Pipe, ReÄ750. We begin
with a discussion of steady flow in a curved pipe as shown in Fig.
2. The geometry of the curved pipe and the Reynolds number is
chosen to be the same as in the study of Hamakiotes and Berger
@5#. A cross section of the pipe geometry is presented in Fig. 1
where the curvature ratio,d, defined as the ratio of the cross-
sectional radius to the curved pipe radius,d5a/R, is one-seventh,
~i.e., d51/7). The Reynolds number, Re5(ŪD)/n, is taken to be

Fig. 1 Mesh system used for the calculations in a curved pipe
with circular cross-sections
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seven hundred and fifty, which effectively determines the
Dean number5Red1/2. The inflow condition, at the entrance of
the pipe, is a uniform flow with a flat velocity profile.

The results, presented in Fig. 2, show three views of the flow:
Part ~A! shows the normalized velocity vector field and the pres-
sure field in the plane of symmetry of the flow;
Part ~B! exhibits the cross-flow vectors and the contour magni-
tudes of the axial flow for the cross-section located at the middle
of the pipe; and
Part ~C! is the three dimensional representation of the axial flow
located at the mid-pipe cross-section. These results are in agree-
ment with the published literature,~Berger et al.@3#, Yam and
Dwyer @9#! and clearly show the transition of both the velocity
and pressure fields from the inlet conditions to a flow dominated
by the influence of the curved pipe geometry. The following fea-
tures should be noted:~a! both the pressure and velocity fields are
larger near the outer pipe wall;~b! the cross-flow is down along
the outer pipe wall and up towards the pipe center; and~c! the
retarded axial flow is near the inner pipe wall. We will refer to
these features when discussing the results of other flows calcu-
lated in this paper. In particular, it will be shown that highly un-
steady flows have a very different character and their solution
contains a part that is characteristic of inviscid flows.

Comments on Numerical Accuracy and Convergence
The mesh shown in Fig. 1, 21-radial, 42-periodic, and 41-axial,

was the final one chosen to perform the calculations presented in
the paper. The minimum mesh that we were able to obtain stable
solutions was 11322321, however at this resolution there was a
serious lack of resolution in the periodic direction. The problem
can be seen in Parts~B! and~C! of Fig. 2 by observing the varia-
tion of the axial and circumferential flow along the inner section
of the pipe. The sharp variations of velocity components require a
more refined mesh. In the radial direction we have used a mesh
that expanded geometrically from the wall, and a ten percent grid
expansion did an adequate job, even with 11 points~a ten percent
error in wall shear!. We have experimented with the following
mesh sizes: 11322321, 16332331, 21342341, and 31362
381, and we have found that the spatial change in accuracy was
less than one percent for the two finest meshes.

The two most computationally expensive parts of our work
were the resolution of the time cycle, obtaining a periodic solu-
tion, and the convergence of the continuity based Poisson equa-
tion. Similar to Hamakiotes and Berger@5# we have found that
240 time steps per cycle gave very good resolution of the accel-
erations during the cycle, and the variations of peak wall shear

between cycles were less than 1 percent after five cycles. We have
carried out calculations for 25 cycles, and the variation in peak
wall shear between cycles decreased slowly to a value of 0.1
percent. In our fully three-dimensional results with a specific inlet
velocity profile, we did not see any evidence of multiple solutions,
such as presented by Hamakiotes and Berger@5#, Dennis and Ng
@10#, and Yang and Keller@11#.

Even with our acceleration of the convergence of mass conti-
nuity with the pressure corrections presented previously, the solu-
tion of the Poisson equation required 80 percent of our computa-
tional effort. Of course, without the pressure acceleration the
computational time increased by an order of magnitude, and the
accurate solution of the Poisson equation require 99 percent of the
computational time. Some of the quantitative results on the accu-
racy of the continuity correction will be presented in Figs. 3 and 5.

„B… Unsteady Flow. In general, the flow conditions for this
set of calculations are chosen to be similar to the quasi three-
dimensional study of Hamakoites and Berger@5#, where the pipe
geometry is that presented in Fig. 1. The unsteady oscillating in-
flow condition has the frequency parameter value ofa515, where
the frequency parametera is defined as

a5a~2p f /n!1/2

In this equation,f is the oscillating flow frequency andn is the
kinematic viscosity of the fluid. The normalized velocity over one
cycle @0, 2p# is plotted in Fig. 3. Each cycle is divided into 240
time steps in our calculations. The base case calculations have
mean Reynolds number and amplitude ratio equal to,

Re5~ŪD !/n5375 and g5ŪMIN /ŪMAX50.95,

whereŪ is the mean axial velocity averaged over one oscillating
cycle, see Fig. 3.

„I … Base Case Calculations: Mean ReÄ375, aÄ15 and g
Ä0.95. As mentioned above, the base case calculations have an
oscillating inflow condition. The beginning of the cycle, set atf
50 deg, corresponds to the maximum velocity of the cycle. The
results, presented in Fig. 4, are from the fourteenth cycle of the
calculations. Under these conditions, all flow variables have con-
verged to less than 1 percent from previous cycles, and all history
effects from the initial conditions have been eliminated.

The results of our base flow calculation, shown in Fig. 4, are
divided into two columns. Column one, on the left side of the
page, shows the three dimensional axial flow velocity at the pipe
mid-section, while the figures on the right column of the page
show the pressure contours and the velocity vectors along the
symmetry plane of the pipe. The data are plotted at every forty-

Fig. 2 Steady flow calculations in a curved pipe, Re Ä750. Part
„A…-Symmetry plane pressure contours and velocity vectors.
Part „B…-Mid plane primary flow velocity contours and cross-
flow velocity vectors. Part „C…-Primary flow velocity shape.

Fig. 3 Cycle average velocity profile and average velocity
error
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five degrees of the cycle. The range for the contour legend values
in Fig. 4 is set for the entire cycle, and is not scaled to the local
time in the cycle.

The plots in Fig. 4~a! correspond to the point of our cycle
where the flow is maximum,f50 deg, and the acceleration is

zero. Comparing this result to the steady state results presented in
Fig. 2, we note that the mean velocity has the same average value
in both cases. However, the shape of the velocity profiles is very
different. The centrifugal nature of the steady flow profile is not
observed in the unsteady calculations. Instead, the flow velocity is

Fig. 4 Pressure contours and axial velocity contours during a complete cycle, Re Ä375, aÄ15
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larger near the inner wall than at the center of the pipe. The shape
of the profile is the result of the rapid acceleration of the flow to
the maximum mean flow. This type of velocity profile was also
observed in the work of Hamakiotes and Berger@5#, however it
does not seem to be widely known within the biofluids research
community. The rapid acceleration is essentially inviscid except
very near the pipe wall where the no slip condition is applied. This
is not unexpected since at a high frequency parameter ofa515,
the entire cycle time is short compared to viscous wall diffusion
times. It is not clear why the fluid near the inner wall has a
velocity larger than the pipe center. One reason may be that the
essentially inviscid flow has a shorter distance to travel along the
inner wall. Another reason could be that it is caused by the fluid
ejected by the thin wall boundary layer, which is similar to flow at
the entrance of a pipe at elevated Reynolds number~Schlichting
@15#! where a similar velocity overshoot can occur. The unsteady
flow effects are stronger than the influences of the curved pipe
geometry and the flow has a non-centrifugal nature at this value of
the frequency parameter. The velocity profiles in Fig. 4~a! are
almost axisymmetric.

The pressure field plotted in our figures is made dimensionless
with the dynamic head,p5p* /(rŪ2). We note that on the scale
of the total pressure change during the entire cycle~sixty dynamic
heads!, the axial pressure gradient atf50 deg, given in Fig. 4~a!,
is rather weak. The magnitude of the pressure loss atf50 deg is
of the order of four dynamic heads. This result is quite similar to
the results for steady flow~see Fig. 2~a!!. The largest variations in
pressure along the pipe occur during the accelerating and deceler-
ating parts of the cycle, nearf590 deg ~Fig. 4~c!! and f
5270 deg~Fig. 4~g!!, respectively.

As the flow decreases in the cycle fromf50 to f590 deg,
Figs. 4~b! and 4~c!, we note that at the inner side of the pipe, the
velocity profiles become quite retarded. Atf590 deg the un-
steady pressure gradient has reached its maximum unfavorable
value and the resulting flow profiles indicate the onset of flow
reversal on the bottom wall of the pipe. It appears from these
results that the shorter distance over which the pressure differ-
ences acts on the inner wall is one of the major factors in the
velocity reversal on the inner wall. As the flow decreases to its
minimum, Figs. 4~d!, and 4~e!, the resulting profiles at the center
of the pipe develops into a retarded form, which has very inter-
esting and convoluted positive and negative velocity features. For
example atf5180 deg, the net flow is almost zero, even though
there are significant positive flows at the outer pipe wall and nega-
tive flows along the inner wall. We note here that these opposite
flows are dissipated for lower values of the frequency parameter,
since there is more time for viscous influences to act. The positive
and negative flows are formed during the deceleration phase of the
cycle and they do not dissipate at high values of the frequency
parameter.

The acceleration phase of the cycle are shown in Figs. 4~f !–
4~h!. The rapid increase of velocity near the pipe walls during this
phase is remarkable. Atf5270 deg the unsteady pressure gradi-
ent reaches its maximum favorable value, and the minimum ve-
locity occurs at the center of the pipe. This behavior is very simi-
lar to those presented by Hamakiotes and Berger@5#, but is very
different than the steady flow profiles. By the time the cycle
reachesf5315 deg both the inner wall and center flows have
significantly recovered from the retarded flow resulting from the
deceleration phase of the cycle. However the minimum velocity is
still occurring near the center, and this pattern persists until the
end of the cycle. It should be mentioned again that this behavior is
characteristic of large values of the frequency parameter, and a
more traditional flow develops at lower values of the frequency
parameter.

„II … Accuracy for the Unsteady Flow Calculations. As
described in the methods section, this paper contains new numeri-
cal methods for calculating internal flows efficiently. We now
present results that highlight the accuracy of our calculations. The

grid for the curved pipe used in our calculations has mesh sizes of
40321341 in the angular, radial and axial directions, respec-
tively. The value of the average velocity error presented in Fig. 3
is define as the quantity

abs~Ū~ t ! inlet2Ū~ t !mid!/Ū~ t ! inlet ,

whereŪ bar represents the average velocity at the sections indi-
cated in the subscript. This error is small and of the order of one
part in a thousand during the entire cycle. This result is obtained
with our new algorithm where the unsteady pressure prediction,
the global velocity correction, and the solution of the pressure
Poisson equation are used. We could further reduce the error in the
average velocity and drive the error down to machine zero, but to
do so would require iterations on the pressure Poisson equation.
This process would require an excessive amount of computational
time for accuracy that not is necessary for this problem.

The various contributions to the axial pressure differences are
shown in Fig. 5. The four pressure differences plotted are defined
as

Dp5abs~pi , j ,k112pi , j ,k!/~rŪ2/2!

steady part of pressure gradient

Dpa5abs~a i , j ,k112a i , j ,k!/~rŪ2/2!

contribution of Poisson equation

Dpg5abs~pi , j ,k119 2pi , j ,k9 !/~rŪ2/2!

pressure error in global mass balance

Dpt5abs~pi , j ,k118 2pi , j ,k8 !/~rŪ2/2!

unsteady part of pressure gradient

By taking absolute values of these quantities, the reversal of sign
of the pressure differences between the accelerating the decelerat-
ing parts of the cycle is over-ridden. Again, it should be stated that
we have taken pressure differences in the axial direction at the
mid-pipe location.

The plots in Fig. 5 are presented at each time step after two
iterations of the momentum equations, followed by the solution to
the Poisson equation. The results show that the pressure field is
dominated by the unsteady pressure difference everywhere except
near the maximum velocity part of the cycle~i.e., nearf50).
Analysis of the magnitude of each of the pressure corrections
show that the unsteady pressure prediction does a very good job in
predicting the new pressure field and accounts for the major por-
tion of the pressure correction in the algorithm. The pressure Pois-

Fig. 5 Analysis of the pressure field during a cycle, Re Ä375,
aÄ15
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son equation plays a much smaller role everywhere expect near
f50. Since the total pressure gradient is the sum ofDp andDpt ,
the accurate prediction of the unsteady pressure field is the reason
why we are able to accelerate our algorithms. The global pressure
correction shown in Fig. 5 is the pressure error associated with
global continuity after the second iteration of the Navier-Stokes
equations. The approximate pressure corrections should not be
applied more than one or two times, since they do not exactly
solve the Navier-Stokes equations. After their application the pres-
sure Poisson equation must be applied to obtain the correct three-
dimensional flow field.

It should be mentioned that these new calculations require ap-
proximately forty-five minutes per cycle of 240 time steps on a
Pentium II 500 PC computer. With this type of speed it is quite
easy to calculate ten cycles overnight, and to analyze the data the
next day.

C Flow Variations. We will now present some interesting
flow variations on our problem. The purpose of these variations is
to understand flow physics and to determine the sensitivity of the
solution to geometry and frequency parameter.

„I … Variations in Geometry, Elliptical Cross-Section, Re
Ä375,aÄ15. The geometry of the curved pipe was changed to
one with an elliptical cross section but with the same area as the
round pipe. The ratio of the major to minor axis of the ellipse is
1.44, and the dimensionless values of the radii are 1.2 and 0.833.
Some unsteady flow results under similar flow conditions as in the
base case calculations are presented in Fig. 6. The plots corre-

sponding to peak flow (f50 deg), peak unsteady deceleration
(f590 deg), and peak acceleration (f5270 deg) are presented.
The first column plots the three-dimensional axial velocity profile
at mid-pipe and the second column plots the pressure field and the
velocity vector field at the symmetry plane. In general, the char-
acteristics of the flow in the pipe with elliptical cross are similar to
those with a round cross-section. This indicates that the effects of
the change in the shape of the cross sections are rather small. For
a high frequency parameter flow,a515, the flows in both cases,
Figs. 4 and 6, are very similar, and they have the same overall
pressure range, velocity maximum, and axial velocity profiles.
Both flows are dominated by the acceleration pressure gradient.
Therefore, from the viewpoint of flow structure, there does not
seem to be an obvious advantage or disadvantage to having a
curved pipe with elliptical shaped cross sections.

„II … Change in the Frequency Parameter, ReÄ375, aÄ5.
The next flow variation consists of a curved pipe with round cross
sections and with a lower frequency parameter,a55. For this
value of the frequency parameter, one flow cycle is nine times
slower relative to the viscous time scale. The flow results, shown
in Fig. 7, are very different when compared to the high frequency
parameter flow results in Fig. 4. At the top of the cycle, (f50 in
Fig. 7~a!!, we note that the plots are very similar to the steady
state flow presented in Fig. 2, where both the velocity and pres-
sure fields have similar values. These results suggest that this flow
is almost locally steady. When the pressure gradient reaches its
maximum unfavorable value, (f590 deg), the velocity profile
has a strong centrifugal flow behavior with no hint of a flow
reversal. During the maximum favorable acceleration, (f
5270 deg), the shape of the velocity profile appears to be very

Fig. 6 Pressure contours and axial velocity contours during a
complete cycle for an elliptical cross-section, Re Ä375, aÄ15

Fig. 7 Pressure contours and axial velocity contours during a
complete cycle, Re Ä375, aÄ5
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similar to a local steady pipe flow. That is, the profiles are quite
full except in the outflow half of the pipe where a slight centrifu-
gal bias in the flow develops. In general, the main characteristics
of flows with high and low values of the frequency parameter
differ considerably.

„C… Wall Shear Stress Studies. For many applications, es-
pecially in biological flows, the wall shear stress plays a critical
role. Early atherosclerotic lesions, for example, are thought to
develop preferentially in arterial regions exposed to low and/or
oscillatory wall shear stress~Nerem @16#, Ku et al. @17#, Moore
et al. @18#, Friedman and Deters@19#!. In this section, the wall
shear stress distribution of the flows studied and a general discus-
sion of the results obtained are presented. The total wall shear
stress is defined as

tw5
ut1u1ut2u

mŪ/a

where t1 and t2 are two orthogonal components of the shear
stress on the surface of the wall.

„I … Wall Shear Stress for Base Case Calculations.Figures
~8a!–~8c! show contours of the total wall shear stress at three
significant cycle times in the base flow calculations. The base flow
has circular cross sections and a frequency parameter value of 15.
The contours in Figs. 8~a!–8~d! are renormalized at each time of
the cycle in order to obtain maximum clarity for the presentations.
They also give a three-dimensional view of the shear stress as
viewed from the interior of one-half of the pipe wall.

The maximum wall shear stress occurs at the maximum inflow
part of the cyclef50 deg as shown in Fig. 8~a! and 8~d! and this
maximum shear occurs at the pipe entrance. This is due to the flat
entrance velocity profile used. It should also be noted that the flow
at the inner wall of the entrance retains a high wall shear stress
value. Also, on the outer wall, about one diameter in from the
entrance, there is an area where the shear stress has a rather low
value. This condition is caused by the tendency of the flow to take
the shortest path along the inner wall. Near the exit of the pipe, in
the area where the curve pipe changes to a straight section, an-
other special interaction of the flow occurs, which tends to in-
crease the wall shear on the outer wall and decrease it on the inner
wall. This change in wall shear can be simply explained by the
continuation of the centrifugal nature of the flow. The values of
the wall shear away from the pipe entrance and at the exit com-
pare quite well to those obtained by Hamakiotes and Berger@5#.
The instantaneous surface streamlines plotted in~8d! show the
same data as Fig. 8~a! but viewed from a different angle. It is clear
from Fig. 8~d! that there are significant cross-flows along the pipe
surface.

As the flow decelerates there is a significant decrease in the
wall shear. Typical values are shown in Fig. 8~b! corresponding to
the maximum deceleration point,f590 deg of the cycle. In a
general sense, the wall shear pattern at this time is similar to that
presented for a previous time,f50, Fig. 8~a! with the exception
that the level of wall shear stress is significantly lower. The en-
trance region of the flow is longer, and as the flow develops, there
is a tendency for the wall shear to be higher on the outer wall

Fig. 8 Wall shear contours during a cycle, Re Ä375, aÄ15
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relative to the inner wall. It should also be noted that the entrance
region experiences quite low wall shear values as the flow adjusts
to the pipe curvature.

The shear stress distribution during the favorable pressure gra-
dient part of the cycle is shown in Fig. 8~c!, f5270 deg. Again,
this distribution has features that are similar to the two previous
times presented. The major difference is that the distribution of
the wall shear stress is relatively homogeneous and varies by only
forty percent over the entire pipe. In fact, if the entrance and exit
regions are neglected the wall shear varies by less than ten percent
over the entire curved pipe. This rather homogeneous wall shear is
a direct reflection of the inviscid acceleration of the flow.

„II … Shear for Cases Where the Flow is Varied From Base
Case Calculations. Presented in Fig. 9~a! is the wall shear
stress distribution for the case where the frequency parameter is
five, a55. The results presented in this figure are for the time
when the inflow cycle is at maximum flow~i.e., f50). Just in-
side of the entrance region, the flow in Fig. 9~a! develops larger
values of wall shear on the inner wall and smaller values on the
outer wall. These results are consistent with the velocity profiles
presented in Fig. 7, and they again indicate that the flow is almost
quasi-steady. The two most notable differences in the features,
when compared to the base case results, are the lower values of
wall shear and the development of a pattern that is very similar to
that of steady flow in a curved pipe of the same geometry, see Fig.
9~b!. Comparing this low frequency parameter case with the
steady flow case~Fig. 9~b!!, we note that the maximum wall shear
values for both cases have almost the same magnitude, with the
unsteady flow case having marginally larger values. We reiterate,
based on the comparison between these two cases, flow in a
curved pipe with a frequency parameter of five is essentially
quasi-steady during the peak velocities in the cycle. However,
there are unsteady influence during the deceleration and accelera-
tion parts of the cycle.

The wall shear distribution for the flow with an elliptical cross-
section is shown in Fig. 9~c! for a high frequency parameter. A
comparison of this flow with the base case results~Fig. 8~a!!,
shows that the wall shear patterns and values of total shear are
very similar. The only noticeable difference is at the extended

entrance region on the outer wall for the elliptical cross-section.
Here, the region of lower wall shear on the outer wall is extended
further into the curved pipe relative to the base case. Our initial
expectations were that larger changes would occur for the case of
flow in a curved pipe with elliptical cross-sections, however, as
shown in Fig. 9~c!, the changes that are calculated are quite small
relative to the base case.

Summary and Conclusions
In this paper we have successfully calculated a range of fluid

flows in curved pipes under highly unsteady flow conditions.
Variations include changes in geometry as well as in the frequency
parameter. Our calculations give new insight into the structure and
nature of these flows. Major findings resulting for our study are:

1 A new and efficient method is developed to calculate time-
dependent flows in curved pipes in three-dimensions. The method
makes use of the flow physics to predict and correct the time-
dependent flow pressure field. This speed up is substantial, and it
has reduced the number of iterations for convergence of the pres-
sure field by an order of magnitude. For unsteady flows, fast ac-
curate solutions are also obtained where only one GMRES calcu-
lation is required in solving the Poisson equation.

2 The calculations reveal that the flows at high frequency pa-
rameters,a515, exhibit an inviscid-like nature. This effect domi-
nates over the effect of the geometry of the curved pipe that favors
a centrifugal nature for the flow. This inviscid like flow is caused
and driven by the unsteady pressure field that is required to accel-
erate the flow. This observation is the key to understanding why
the unsteady pressure correction in our algorithms work well for
high frequency flows and almost as well for low frequency flows.

3 The effect of changing the cross section of our curved pipe to
one with elliptical cross-sections is small for flows at high fre-
quency parameters.

4 During the flow deceleration phase of the cycle, the flow
velocity profile becomes quite retarded on the inner pipe wall.
These retarded profiles persist throughout the low inflow parts of
the cycle.

Fig. 9 Wall shear contours at maximum flow for flow variation cases
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5 During flow accelerations at high frequency parameter val-
ues, the velocity attains its maximum values near the pipe walls
with a local minimum near the centerline of the curved pipe.
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Mixing Characteristics of
Axisymmetric Free Jets From a
Contoured Nozzle, an Orifice
Plate and a Pipe
The differences in mixing performance between axisymmetric turbulent jets issuing from
three common types of nozzle, viz. a contoured (or smooth contraction) nozzle, a sharp-
edged orifice and a long pipe, are investigated. The investigation is carried out using both
qualitative flow visualizations and quantitative measurements of the centerline passive
temperature. It is revealed that the jet issuing from an orifice plate provides the greatest
rate of mixing with ambient fluid, while the pipe jet has the lowest rate. Physical insight
into the differences is explored using a planar imaging technique and measurements of
power spectra of the fluctuating velocity.@DOI: 10.1115/1.1412460#

1 Introduction
Turbulent jets play an important role in many applications, in-

cluding burners and chemical reactors, by providing a means of
mixing different fluids. Three alternative types of nozzle are com-
monly used to generate practical jet flows, namely, smoothly con-
tracting ~contoured! nozzles, long pipes, and orifice plates. Most
fundamental research on circular~and planar! jets has been per-
formed using contoured nozzles which produce a nearly uniform
‘‘top-hat’’ velocity profile and a laminar flow state at the nozzle
exit ~e.g., Crow and Champagne@1#, and Becker et al.@2#!. Nu-
merous studies have also been performed on circular jets issuing
from a long pipe~e.g., Lockwood and Moneib@3#, Pitts @4,5#,
Richards and Pitts@6#!. The exit velocity profile of a long pipe jet
is nonuniform, and can be described empirically by a power-law.
The boundary layer is also in a fully turbulent state at the pipe
exit. By comparison, investigations on circular jets issuing from
orifice plates are very limited~Wilson and Danckwerts@7#!, pos-
sibly because the initial velocity profile and the near-field flow
structure are more complex. However, orifice plate nozzles are
much easier to manufacture than contoured nozzles, especially
when the shape is noncircular. As a result, most investigations on
noncircular jets have been performed using orifice plates~e.g.,
Quinn @8,9#, Mi et al. @10#, Koshigoe et al.@11#, Gutmark and
Grinstein@12#!.

There has been increasing evidence that the impact of initial
conditions on the downstream development of a flow is significant
even in the far-field, self-similar region~e.g., Wygnanski et al.
@13# and George@14#!. However, it is only recently that a direct
comparison of the scalar field of jets from a smooth contraction
and a long pipe has confirmed that the mixing field throughout the
two jets are different~Mi et al. @15#!. Clearly, an orifice plate will
generate a circular jet with an initial flow condition significantly
different from that generated by the other two types of nozzle. It is
thus anticipated that the corresponding mixing performance of an
orifice jet may also be different.

An extensive literature survey has not revealed any direct com-
parison of the mixing characteristics of jets issuing from the three

types of nozzle described above, although each type of nozzle has
been used for independent investigations. Unfortunately, it is not
possible to separate the effects of the initial conditions from the
effects of experimental errors and those associated with inevitable
differences in the surrounding environment, since few previous
papers reported full experimental details and measurement uncer-
tainties. Consequently, it is not possible from the literature alone
to quantify the difference between mixing characteristics of the
circular jets issuing from these three types of nozzle. In this con-
text, we have designed experiments to conduct passive scalar
measurements using temperature as a marker and flow visualiza-
tions using identical experimental setup and surrounding environ-
ment. This minimizes the experimental uncertainty.

The first objective of the present study, therefore, is to provide
a direct comparison of the mixing characteristics of jets issuing
from a sharp-edged orifice, a contoured nozzle, and a long pipe.
The second objective is to explore the physical mechanisms re-
sponsible for any differences identified in the comparison.

2 Experiment Details
Full details of the present experimental setup have been pro-

vided by Mi et al.@15# so that only a brief description is provided
here. The jet facility consists of a vertical, cylindrical plenum
chamber with an internal diameter of 80 mm and a length of 900
mm. Filtered and compressed air was supplied through the plenum
to a nozzle. Three different types of circular nozzle are employed
for the present study. The contoured nozzle has a profile described
by the relationR540233 sin1.5(9019x/8), contracting from a
diameter of 80 mm to the exit diameter~d! of 1460.1 mm. Here,
x is the axial coordinate originating from the center of the nozzle
exit plane. The exit diameter of the sharp-edged orifice plate is
also d51460.15 mm. The pipe has an internal diameter ofd
51060.1 mm and length of 740 mm. For all the jets, the Rey-
nolds number Red[Uod/n is nominally set to 16,000 with an un-
certainty of 62%, whereUo is the bulk velocity through the
nozzle exit andn is the kinematic viscosity of the fluid.

(a) Temperature and Velocity Measurements.A small pas-
sive temperature differential was used to mark the scalar field,
following Mi et al. @15#. The jet facility and nozzles were insu-
lated so that a uniform temperature profile was achieved with less
than 1.2% variation at the exit plane of any of the nozzles. The
exit temperature,To , is selected to be 50°C above ambient.
Present measurements of temperature were conducted in the range
x/d<40 using a cold-wire probe. The probe consists of a short
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length of Wollaston wire~Pt-10%Ph! operated with an in-house
constant current~0.1 mA! circuit. At this low current, the sensi-
tivity of the wire to velocity fluctuations was negligible. Two sizes
of the wire were used:dw51.23mm for x/d<5 ~high speed re-
gion! anddw50.63mm for x/d.5 ~low speed region!. The wire
length-to-diameter ratio was taken for both cases to bel w /dw
'1000, which is sufficiently large to ignore any possible low-
frequency attenuation~Paranthoen et al.@16#!.

Present measurements of jet velocities very near to the exit
plane of each nozzle and those of velocity power spectra in the
shear layers were carried out using a single hot-wire anemometer
~5 mm tungsten! probe with an overheat ratio of 1.5. The measure-
ments were conducted in the unheated air jets also at Red
516,000. The voltage signals for both temperature and velocity
were offset and amplified through the circuits and then digitized
by a personal computer with a 12-bit A/D converter. The signals
were filtered at a cutoff frequencyf 5 f c ~typically 2.8 kHz! cho-
sen to eliminate high-frequency noise and a sampling frequency
of 2 f c was employed. The record duration was 20–30 seconds, in
which typically 110,000 to 310,000~instantaneous! data points
were collected.

Experimental uncertainties in the mean and rms values of tem-
perature and velocity have been estimated based on inaccuracies
in the calibration data and the observed scatter in the measure-
ments. They are approximately61.5% for the mean temperature,
62.0% for the rms temperature,61% for the mean velocity and
61.2% for the rms velocity.

(b) Flow Visualizations. Present qualitative flow visualiza-
tions were carried out using the Mie scattering technique devel-
oped previously by Rosenwig et al.@17# and Becker et al.@18,19#.
~A detailed description of the theory and application of this tech-
nique was reviewed by Becker@20#.! For the present investiga-
tion, air, seeded with oil droplets of approximately 0.6mm, was
introduced at ambient temperature through each of the nozzles at
Red516,000. Laser pulses of less than 4 ns at 532 nm from an
Nd:YAG laser were expanded to form a thin~,0.25 mm! light
sheet using a cylindrical lens. The light scattered from the seeded
particles was captured by a slow scan, cooled CCD camera which
has a two-dimensional array of 5763374 pixel’s. The camera was
oriented perpendicular to the plane of the light sheet. The images
so collected were transferred to the control computer via a GPIB
interface, which was also used for communication with, and con-
trol of, the detector. A target image was used to provide accurate
scaling of the flow.

3 Results and Discussion

3.1 Initial Conditions of Jets From Different Nozzles.
Due to the satisfactory insulation, the mean temperature exit pro-
files from the three nozzles were uniform well within experimen-
tal uncertainties, and there was also no significant difference in the
rms temperature exit profiles. However, the difference in geomet-
ric profile of the three nozzles resulted in significantly different
exit velocity profiles, which are presented as follows. The jet exit
velocity profiles from the contoured nozzle and the pipe were
measured atx/d'0.05 while that from the orifice plate was mea-
sured atx/d'0.1. Figures 1~a! and 1~b! present radial profiles of
the normalized mean (U/Ucl) and rms (u8/Ucl) of the axial ve-
locity for the three jets. Herein the subscript ‘‘cl’’ refers to the
quantity obtained at the centerline.

There are distinct differences in the exit profiles of bothU/Ucl

andu8/Ucl for the three jets. The radial profile ofU/Ucl is top-hat
in shape for the jet issuing from the contoured nozzle, while that
for the pipe jet is well described by the one-seventh power law
which relates to a fully-developed pipe flow. The exit profile for
the jet from the orifice plate is different again with the highest
velocity located toward the edge of the jet. The orifice also gen-
erates a vena contracta immediately downstream from the exit
plane, so a radially inward velocity component exists at the edge

of the jet. Likewise, differences exist in the initial turbulence pro-
files of the three jets. For the contoured nozzle, the relative turbu-
lence intensityu8/Ucl is low ~about 0.5%! in the middle of the jet
(r ,0.45d) and high~about;8%! in the thin shear layer at the
edge (r .0.45d). For the orifice the turbulence is also relatively
low at the center~about 0.4%! and higher at the edges~about
;9%!. In contrast, the relative turbulence intensity,u8/Ucl , from
the pipe is generally much higher throughout the exit plane. It
typically varies between 3% (r 50) and 9.5% (r 5d/2), consis-
tent with data reported by Papadopoulos and Pitts@21#.

3.2 Mixing Performance of Jets From Different Nozzles.
Figures 2~a!–~c! show the typical planar images of the instanta-
neous scalar field of each jet, captured using Mie scattering
~Becker@20#!, over the regionx/d<18. The images are scaled to
provide the same dimensionless field of each jet to facilitate direct
comparison. They were selected from several hundreds of such
images for each jet as being representative of the respective mix-
ing fields. The influence of the nozzle type, or more precisely
different initial flow conditions~documented above!, on turbulent
mixing is evident in the images, with significant differences in the
distribution of high concentration~i.e., white color in Fig. 2!
nozzle fluid. The presence of high concentration nozzle fluid in
the jet issuing from the pipe is seen in the central region as far
downstream asx/d'14, while it is rarely found beyondx/d'8
for the other two flows. This suggests that the pipe jet mixes the
two streams of fluid least effectively. The images also appear to
suggest that the orifice plate produces the jet with the highest
mixing rate.

To quantify the differences visually observed above, measure-
ments of the scalar field were performed in each jet over the range
x/d<40 using a passive temperature differential relative to ambi-
ent as a scalar marker. Figures 3 and 4 display the centerline
decay of the normalized mean temperature (Tcl /To) and the cen-
terline variation of the locally normalized rms temperature
(ucl8 /Tcl), respectively. In order to compare the spreading rates of
the jets, we also estimated, from radial profiles of the mean tem-
perature (T), the half-radius,R1/2, which is defined as the radial
location whereT5Tcl/2. The streamwise variations ofR1/2/d for
the jets are shown in Fig. 5. The key trends in the present data are
consistent with those well established in the literature~e.g., Goul-
din et al. @22#; Pitts 1991@4,5#, Richards and Pitts@6#, Mi et al.
@15#!. Forx/d>10,R1/2 varies approximately linearly withx in all
the jets. Also, the ratioTo /Tcl(x), see the insert of Fig. 3, exhibits
a linear relation withx for x/d>10, indicating thatTcl(x);1/x in
the region sufficiently downstream from the nozzle.

It is of fundamental interest to note from Figs. 3 and 5 that the
jet from the orifice plate clearly demonstrates the highest decay
rate ofTcl and the widest spreading angle ofR1/2. This suggests
that the orifice jet has the highest rate of entrainment of the cold

Fig. 1 Radial profiles of velocity mean „U… and rms „u 8… val-
ues obtained at x ÕdÄ0.05 in the jets issuing from the contoured
and pipe nozzles and at x ÕdÄ0.1 in the orifice jet. „a… UÕUcl ; „b…
u 8ÕUcl .
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ambient air fluid. The figures also demonstrate that the pipe jet has
the lowest decay rate ofTcl and the narrowest spreading angle of
R1/2. These results are consistent with the trends indicated by the
qualitative flow-visualizations~Fig. 2!. The results for the pipe jet
are also consistent with the findings of Mi et al.@15# from the
investigation of the scalar fields of jets from a contoured nozzle
and a pipe. That investigation found, both from a review of pre-
vious investigations of axisymmetric jets and from direct experi-
ments, that the mean scalar field of a pipe jet decays and spreads
at a lower rate than that of a contoured nozzle jet.

Figure 4 shows that the locally normalized rms valueucl8 /Tcl ,
i.e., the relative temperature fluctuation intensity along the centre-
line, is highest for the contoured nozzle jet and lowest for the pipe
jet throughout the measured range. This difference results from
different underlying turbulent structure in the three jets, as dis-
cussed later.

3.3 Differences in the Mixing Mechanisms of the Jets
From the Three Nozzles. Insight into the physical mechanisms

responsible for the different mixing rates of the three jets can be
obtained from the images of Fig. 2 and the power spectra of the
velocity fluctuations shown in Fig. 6. Measurements of the power
spectra were performed within the shear layer of each jet atx/d
53. The normalization is taken so that the dimensionless fre-
quency isf * [ f d/Ucl and the area under the spectrum curve is
unity, i.e.,*Fu* ( f * )d f* 51.

There are clear differences in the initial underlying flow struc-
ture of the three jets~Fig. 2!. Well-defined coherent vortical struc-
tures are visually evident atx,4d in the jet from the contoured
nozzle. Likewise, coherent structures are also evident along the
potential core of the orifice jet, although not as well defined as
those from the contoured nozzle. In contrast, there are few coher-
ent structures discernible in the near-field region of the pipe jet.
These differences are also reflected by the velocity power spectra,
Fu , within the shear layer. Figure 6 shows that there is a broad
peak inFu for the jets from the contoured nozzle and the orifice
plate, reflecting the quasi-periodic passage of coherent structures

Fig. 2 Instantaneous planar images of the scalar fields of three jets issuing
from „a… the contoured nozzle, „b… the orifice plate and „c… the long straight pipe
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in the near field of the jets. That the structures in the orifice jet are
typically not as well defined as those from the contoured nozzle is
evidenced by the broader peak in the spectra. The broad peak is
seen to be centered atf * '0.40 with the contoured nozzle~which
falls within the literature data, 0.3-0.6, as reported by many pre-
vious studies such as Crow and Champagne@1# and Ho and
Nosseir@23#! and at f * '0.70 with the orifice. This reflects that
the coherent structures occur generally at a higher frequency for
the orifice jet than for the jet from the contoured nozzle. By com-
parison, no peak is present inFu for the pipe jet, suggesting that
any large-scale structure which may be present in the pipe jet is
aperiodic and does not occur regularly.

The differences inucl8 of the three jets, Fig. 4, are deduced to be
a direct result of the initially different underlying structure of
these jets. For both the jet from the contoured nozzle and that
from the orifice plate, large-scale engulfment of ambient cold air
by the highly coherent structures results in a high amplitude of the
scalar~temperature! fluctuations, and thus a rapid initial growth of
ucl8 . By contrast, for the pipe jet, the apparently reduced large-
scale coherent motion leads to a relatively weak engulfment of
surrounding cold air into the jet; as a result, the amplitude of the
temperature fluctuations in the jet core region is significantly

lower. This is also evident in the variation ofucl8 /T0 as displayed
in Fig. 4 as well, withT0 being a constant~'50 °C!.

The roll-up and pairing processes of large-scale vortex struc-
tures of jets issuing from contoured nozzles have been well de-
scribed in the literature~e.g., Grinstein et al.@24#!. This growth
mechanism is consistent with the structures observed here in the
initial region of the jet from the contoured nozzle~Fig. 2!. There
is some evidence of related mechanisms in the flow from the
orifice plate, although the structures appear to be more complex
and to be torn by the high shear rate. In contrast, the different
underlying turbulence structure of the pipe jet should exhibit
somewhat different growth mechanisms. The near-field mixing
mechanisms of the three jets are explored next.

Both the jet from the contoured nozzle and that from the orifice
have a thin initial shear layer, with that from the orifice being
thinner. Hence, the vorticity is concentrated at the jet edge in both
the flows. This has been known to result in the formation of azi-
muthally coherent vortex rings in jets from contoured nozzles.
The subsequent pairing of these structures dominates the initial
growth and entrainment of ambient fluid~Grinstein et al.@24#!. To
our best knowledge, all flow visualizations have been performed

Fig. 3 Normalized centerline mean temperature „Tcl … in three
axisymmetric jets issuing from a contoured nozzle „s…, an ori-
fice plate „j… and a long pipe „,…

Fig. 4 Normalized centerline rms temperature „u8… in three
axisymmetric jets issuing from a contoured nozzle „s…, an ori-
fice plate „¿… and a long pipe „,…

Fig. 5 Streamwise variations of the mean temperature half-
widths „R1Õ2… of three axisymmetric jets issuing from a con-
toured nozzle „s…, an orifice plate „j… and a long pipe „,…

Fig. 6 Power spectra of the velocity fluctuations, Fu , ob-
tained at x ÕdÄ3 in the shear-layers of axisymmetric jets issu-
ing from a contoured nozzle, an orifice plate and a long pipe
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on jets exclusively from contoured nozzles to explore the forma-
tion mechanism and the pairing of coherent structures. Given that
both the jet from the orifice and that from the contoured nozzle
appear to exhibit azimuthal coherence~Fig. 2~a! and 2~b!! and
that both have the initial vorticity concentrated near the jet edge, it
can be deduced that some of the above features may also be
present in the orifice jet.

With increased distance downstream from the nozzle exit, the
flow structure in jets from contoured nozzles is known to become
increasingly three-dimensional with the streamwise vortices
~‘‘ribs’’ or ‘‘braids’’ ! playing a controlling role in entraining am-
bient fluid ~e.g., Liepmann and Gharib@25#!. Self-induction, vor-
tex stretching, and reconnection, which make the flow structure
more three-dimensional, become the dominant fluid-dynamical
processes involved in the mixing of these jets~Hussain @26#!.
These processes are expected to be present also in jets issuing
from orifice plates. Importantly, the initial structure of the orifice
jet is deduced to be more three-dimensional than that from the
contoured nozzle. A strong recirculating separation region is gen-
erated both upstream and downstream from an orifice plate. In
contrast, there is no upstream separation for a smooth contraction.
The orifice jet also has higher initial radial velocity gradients than
the smooth contraction, due to the present of the vena contracta.
The presence of a thinner initial boundary layer downstream from
the sharp-edged orifice plate also implies that it will be more
unstable. It follows that the three-dimensionality in the initial flow
structure from the orifice is expected to be greater than that from
the contoured nozzle. Increased three dimensionality in the orifice
jet over the jet from the smooth contraction is consistent with the
more poorly defined structures seen in the planar images of the
instantaneous flow from the orifice shown in Fig. 2.

The mixing rate from the orifice has been noted above to be
significantly higher than that from the contoured nozzle. Increased
mixing rates are often associated with increased three-
dimensionality of the underlying flow. For example, it has been
widely shown that enhancing the three-dimensionality in the shear
layer of circular jets leads to increased rates of mixing and en-
trainment. Previous investigations~e.g., Gutmark et al.@12#,
Reeder and Samimy@27#, Zaman@28#, Mi and Nathan@29#! have
demonstrated that breaking the axisymmetry, and thus enhancing
three-dimensionality, of circular jets by using small tabs at the
edge of the contoured nozzle can increase jet mixing substantially.
Likewise, there have been many efforts devoted to investigating
mixing characteristics of noncircular jets~e.g., Husain and Hus-
sain@30#, Ho and Gutmark@31#, Miller et al. @32#, Mi et al. @10#!.
Since any variation in the azimuthal curvature of the initial shear
layer triggers the self-induced deformation of coherent structures,
these noncircular jets have all been found to increase entrainment
and mixing rates relative to comparable circular jets.

It is also interesting to consider the difference in the initial
vortex motion of the two jets for the higher mixing rate of the
orifice jet. While measurements of velocity gradients at the edge
of the emerging jet is difficult, it can be inferred from Fig. 1~a!
and deduced that the maximum velocity gradient in the shear layer
is higher for the orifice than for the contoured nozzle. This sug-
gests that the peak vorticity at the edge of the orifice jet might also
be higher. We also notice from Fig. 1~a! that along the potential
core the mean velocity is approximately 25;30% higher for the
orifice jet than for the contoured nozzle. This implies that the
large-scale coherent vortices rolling up from the shear layer of the
orifice jet will be convected downstream at a higher speed than
those for the contoured nozzle. This deduction is supported by the
axial velocity spectra in Fig. 6, in which the mean passage fre-
quency of these vortices atx/d53 in the orifice jet (0.7Ucl /d) is
approximately 70% higher than that for the contoured nozzle
(0.4Ucl /d). Assuming that the vortex rotation or the circulation is
directly related to the entrainment rate, one would expect the ori-
fice jet to grow faster than the jet issuing from the contoured
nozzle, as it does~Fig. 5!.

By contrast, a broad spectrum of turbulent structures is present
in the near field of the emerging jet from the long pipe because the
flow is fully developed turbulent pipe flow. The turbulence inten-
sity is significantly higher than the flow either from the contoured
nozzle or from the orifice~Fig. 1~b!!. In addition, the vorticity is
distributed throughout the flow rather than being concentrated at
the edge of the nozzle. The wide range of wavenumbers can be
deduced to overwhelm the natural narrow-band disturbances and
therefore disrupt the vortex formation process in the near field
~Russ and Strykowski@33#!. Together these effects result in a
significant reduction of the number of the large-scale coherent
structures in the near field of the flow. These deductions are con-
sistent with the measured result that the mixing rate of the pipe jet
is found to be lower than that of the other jets.

4 Concluding Remarks
The present study has compared the turbulent scalar mixing

characteristics of free turbulent jets issuing from three common
types of axisymmetric nozzle: a smooth contraction, a sharp-
edged orifice and a long straight pipe. It is found that, not taking
into account the pressure-drop issue, the ranking of the nozzle
types in terms of mixing rate, in both the near field and develop-
ing region, is the orifice, followed by the contoured~or smooth
contraction! nozzle and then the pipe. The differences in mixing
rates are associated with different underlying turbulent structures
in the three jets.

There is evidence of the presence of coherent large-scale struc-
tures in both the jets from the orifice and the contoured nozzle.
However, the jet from the contoured nozzle results in vortex struc-
tures which are visually more coherent, consistent with the higher
relative scalar fluctuation intensity. However, the three-
dimensionality of the structures in the initial region of the orifice
jet is deduced to be higher, based on knowledge of its initial and
upstream conditions and comparison with related investigations.
Furthermore, while the emerging flow from the pipe may possess
some structures, they are poorly correlated and do not occur regu-
larly. As a result, the pipe jet has much weaker large-scale engulf-
ment of the cold ambient fluid, and thus a significantly lower
relative scalar fluctuation intensity, than the other two jets.

It is noted that most of previous research has been performed
on jets issuing from contoured smooth contraction nozzles. As a
result, while the underlying structure of those jets is fairly well
understood, the structures of jets issuing from orifice plates and
long pipes are poorly understood. It is hoped that the present work
will stimulate such investigations. Moreover, further work is re-
quired to quantify the link between the higher mixing rate of the
orifice jet and the enhanced three-dimensionality of the initial un-
derlying structure.
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Nomenclature

d 5 nozzle diameter
dw 5 hot/cold-wire diameter

f 5 frequency
f * 5 normalized frequency ([ f d/Ucl)
l w 5 hot/cold-wire length

R1/2 5 half-radius of the mean scalar field, defined as a ra-
dial location at which the local mean scalar is half
the centerline value

Red 5 Reynolds number ([Uod/n) based on jet exit diam-
eter and velocity

T 5 mean temperature above ambient
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To 5 exit mean temperature above ambient
Tcl 5 centerline mean temperature above ambient
U 5 mean velocity

Uo 5 exit mean velocity
Ucl 5 centerline mean velocity

u 5 streamwise fluctuating velocity
u8 5 root mean square~rms! of u
x 5 distance measured from the exit

u8 5 root mean square~rms! of the temperature fluctua-
tions

Fu* 5 normalized power spectral density function, or simply
spectrum, of the velocity fluctuations
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Influence of Unsteady Effects on
Air Venting in Pressure Die
Casting
The influence of unsteady effects on the evacuation of air through vents in pressure die
casting processes is analyzed. A model is proposed which considers the air flow as
one-dimensional and adiabatic, and which retains friction effects. Venting conditions for
wide ranges of the relevant dimensionless parameters are analyzed for both atmospheric
and vacuum venting systems. The model is solved numerically using the method of char-
acteristics and its results are compared with those obtained for quasi-steady models. It is
shown that wide ranges of operating conditions can exist in practical situations, for which
unsteady effects, neglected in previous models, are important and must be taken into
account to determine the air mass entrapped at the end of the filling process. The selection
of parameters which will reduce the amount of trapped air and thus porosity in manufac-
tured parts is also discussed.@DOI: 10.1115/1.1412234#

Introduction
Pressure die casting in horizontal cold chambers is currently the

most common process for manufacturing cast components of
near-net shape. A die casting machine is shown schematically in
Fig. 1. The molten metal is injected into a die cavity from a
horizontal shot sleeve in which the metal is pushed by a plunger.
The sleeve is partially filled with a volume of molten metal and
the plunger then moves the length of the sleeve, which is usually
fixed. To reduce air entrapment, the injection process usually con-
sists of slow and fast shot phases. In the slow shot phase, the
plunger first forces the molten metal to rise and fill the upper
section of the shot sleeve, and then moves at a constant critical
speed until the shot sleeve is completely filled with molten metal
and the fast phase begins.

The most common defect in this type of die casting is porosity,
which limits the integrity of the casting, generally produces low
quality casting and makes this type of process only adequate for
parts that do not require heat treatment~or welding! to conform to
the specified mechanical properties. Among the different mecha-
nisms involved in porosity formation, which have been discussed
by different authors~see, e.g., Lindsey and Wallace@1#, Campbell
@2#!, a very important one in pressure die casting is generally the
entrapment of air during the injection process. In this process the
initial air in the die cavity and in the shot sleeve may be trapped in
the molten metal as small air bubbles that will cause porosity
when the metal solidifies. The causes of air entrapment are mainly
related to operating conditions~e.g., initial filling fraction of the
shot sleeve and plunger motion profile!, which affect mixing pro-
cesses during the injection time~see, e.g., Garber@3#, Hu et al.
@4#, Hernández et al.@5#!, and to inadequate air venting~Bar-Meir
et al.@6#!. The design and location of the vents through which the
gas is evacuated from the die cavity must, on one hand, reduce the
mass of gas remaining in the die at the end of the injection process
and, on the other, minimize the need for secondary machining and
ensure freezing of the molten metal in the mold.

Bar-Meir et al. @6# reviewed different previous models of air
venting, most of which neglect friction in the venting system and
assume quasi-steady flow. In some of these models the flow is
assumed to be always choked, whereas in others the flow is not
choked at all. Karni@7# proposed a model which considers a

quasi-steady and adiabatic flow through the vents and retains fric-
tion effects. In this model, the gas temperature is assumed con-
stant in the die cavity and both choked and unchoked conditions
are considered.

More recently, Bar-Meir et al.@6,8# proposed a quasi-steady
model, which assumes that the gas in the die cavity and the shot
sleeve undergoes an isentropic evolution, and considers the gas
flow through the vents as a Fanno flow. In atmospheric venting, in
which the vents are open to the atmosphere, the pressure in the
cavity increases continuously and eventually the flow may be-
come choked. The analysis carried out by these authors for atmo-
spheric venting showed that there is a critical vent area, depending
on geometry and filling time, below which the ventilation is poor
and above which the resistance to gas flow is minimal. For
vacuum venting, in which the vents are connected to a vacuum
tank, the flow becomes choked almost instantaneously at the be-
ginning of the filling process, and the model proposed by Bar-
Meir et al. @6# assumes that the flow is choked throughout the
filling process, an assumption which is better justified when the
vacuum pressure is very small.

The objective of the research described in this paper was to
carry out a systematic study of the influence of unsteady effects,
which have been neglected in previous models, on the evacuation
of air through vents. An analysis of venting conditions for wide
ranges of the relevant dimensionless parameters is presented for
both atmospheric and vacuum venting systems using a model
which considers the air flow as one-dimensional and adiabatic,
and retains friction effects. For vacuum venting, the model can
also be applied to cases where both choked and unchoked flow
conditions may occur during the filling process. The model is
solved numerically using the method of characteristics and the
modified Euler predictor-corrector method, and its results are
compared with those obtained from the quasi-steady model pro-
posed by Bar-Meir et al.@6,8#. We show that there are wide ranges
of operating conditions encountered in practical situations for
which unsteady effects are important and must be retained to de-
termine the air mass entrapped at the end of the filling process. We
also discuss on the selection of parameters which will reduce the
amount of trapped air.

Mathematical Model
Figure 2 shows diagrammatically the simplified model of the

venting system which will be considered. The runner and the die
cavity are combined and called the cylinder, where it is assumed
that the gas is at rest and the values of all parameters at every
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instant are uniform, and that the gas~mostly air! undergoes an
isentropic process. It is also assumed that the plunger velocity is
constant, and that the volume of air in the cylinder reduces from
the initial valueV(0) to V(t)50 at t5t f . The omission of the
unfilled part of the shot sleeve in the cylinder may be justified by
the fact that the plunger speed in the slow phase is usually much
lower than in the fast phase. In addition, the assumption of con-
stant plunger speed usually holds true in practice during most of
the fast phase. Therefore, although a more complete study could
be carried out by considering the existence of different chambers
and a variable plunger speed, it is expected that the analysis pre-
sented in this work will allow us to take into account the essential
characteristics of problems encountered in most situations of prac-
tical interest. The initial stagnation density and sound speed in the
cylinder are, respectively,r0(0) andc0(0). Thevents are repre-
sented by an equivalent straight duct of lengthL and hydraulic
diameterD, with a cross-section of areaA. The flow in the duct
will be considered as an adiabatic flow with a constant friction
coefficient,f. This representation of a vent system requires close
estimations ofL and f, which in some cases may involve some
uncertainty and limit the accuracy of the predictions. The effects
of Reynolds and Mach numbers on the friction coefficient are
neglected, as in Bar-Meir’s model. The adiabatic assumption is
appropriate for the very rapid discharge processes that are being
analyzed, for which there is little time for significant heat transfer.
The flow through the nozzle at the entrance of the duct~Fig. 2!
will be considered as isentropic and one-dimensional. It will be
assumed that the length of the nozzle is very short when compared
with L, so that the flow in the nozzle can also be considered as
quasi-steady.

The governing equations for unsteady quasi-one-dimensional
flow of a perfect gas~see Shapiro@9#! can be expressed in dimen-
sionless form as follows:

L

c0~0!t f

]r8
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g is the ratio of constant pressure to constant volume specific
heats,A5A(x) is the duct cross-sectional area andq5q(x,t) is
the heat transfer per unit mass flow rate. As mentioned before, in
this work we will takeA5constant andq50. The only reason for
retaining effects of area change and heat transfer in the equations
is that the numerical code developed to solve Eqs.~1!–~3! has
been validated by comparing the results with some explicit ana-
lytical solutions given by Cai@10# for cases which also include
these effects. The dependent variables in Eqs.~1!–~3! arer8, p8
andu8. The initial conditions arer851, p851/g andu850 ev-
erywhere att850. For subsonic flow, the pressurepexit at duct exit
(x851) is taken equal top0(0) for atmospheric venting and to
the vacuum pressure for vacuum venting. When the air flow turns
backward at the inlet or outlet sections of the vent, which may
occur in certain circumstances, the boundary conditions are
changed appropriately. To determine the flow magnitudes at duct
entrance (x850), the mass balance in the die cavity is required:
dm/dt1ṁ50, whereṁ is the mass flow rate out of the cylinder.
This equation can be written as

~12t8!
dr08

dt8
2r081

A

A r18u1850, (5)

where subscript 1 refers to conditions at the end section of the
nozzle and

A5
V~0!

c0~0!t f
. (6)

The assumption of isentropic air flow in the cylinder provides
the additional relationship

p08

r08
g 5

1

g
. (7)

It can be observed from Eqs.~1!–~3! and ~5! and from bound-
ary conditions that, forA5constant andq50, the solution of the
governing equations in general depends on the following dimen-
sionless parameters:c0(0)t f /L, A/A, 4f L/D, pexit /r0(0)c0

2(0)
andg. The parameterc0(0)t f /L represents the ratio between the
filling time t f and the characteristic timeL/c0(0) that a pressure
wave takes to travel the vent length. The parameterA/A can be
expressed as the product of the parameterc0(0)t f /L and the ratio
between vent and cylinder volumes,AL/V(0). As will be shown
in the discussion of the results, for any given value ofc0(0)t f /L,
the influence of unsteady effects on air conditions in the cylinder
will be negligible for sufficiently small volume ratios,AL/V(0),
whereas for increasing values ofAL/V(0) the wave motion of air
in the vent may noticeably affect the pressure in the cylinder,
particularly for low values ofc0(0)t f /L, and even produce oscil-
lations in the cylinder pressure for sufficiently large values of

Fig. 1 Schematic representation of a die casting machine

Fig. 2 Schematic representation of the venting system
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A/A. For large values ofc0(0)t f /L andA/A, two periods can be
distinguished in the filling process: an initial period, during which
large-amplitude waves propagate across the vent system, followed
by a quasi-steady period, in which the Mach number in the vent
flow is determined by the inverse ofA/A. For large values of
c0(0)t f /L and sufficiently low values ofA/A, the first term in
Eqs.~1!–~3! and the term involving the partial derivative of den-
sity with respect to time in Eq.~3! can be disregarded, and the
flow in the vent can be considered as quasi-steady. If unsteady
effects are neglected, the pressure ratio in the cylinder will vary
monotonically according to a law solely determined by the values
of A/A, 4f L/D andpexit /r0(0)c0

2(0). Friction effects in the vent
flow are introduced by means of the parameter 4f L/D, and the
effects of the exit pressure intervene through the parameter
pexit /r0(0)c0

2(0), which relatespexit and the initial pressure in the
cylinder and may be relevant in vacuum venting.

Numerical Procedure
The method of characteristics has been used to solve numeri-

cally the governing equations, which can be replaced by the fol-
lowing system of characteristic equations~see, e.g., Zucrow and
Hoffman @11#!:

S dt8
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equations:
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The finite difference grid in thext plane that has been used is
based on the inverse marching method, in which the locations of
solution points are specified a priori. The characteristic curves
through each solution point are extended rearward to intersect the
line of constant time on which the points from previous calcula-
tions are located. The characteristic curves between the solution
point and the intersection points~initial-data points! are approxi-
mated by straight lines. The finite difference equations resulting
from the discretization of Eqs.~8!–~11! ~see Zucrow and Hoffman
@11#! have been solved employing the modified Euler predictor-
corrector method. In the predictor step, the coefficients in the
finite difference equations are calculated at the initial-data points,
where the flow properties are determined from a natural cubic
spline interpolation based on previous solution points. In the cor-
rector step, the coefficients are calculated for the average values
of the dependent variables along each characteristic curve.

The magnitudes of the flow variables at the duct entrance sec-
tion can be determined, as a function of the stagnation properties,
from the expressions givingr1 /r0 andp1 /p0 as a function of the
Mach number at section 1 for an isentropic quasi-steady flow, and
additionally, when the nozzle is unchoked, from the compatibility
condition of Eq. ~11! along the negative characteristic coming

from inside the vent. The corresponding discretized equations
have been solved using the Newton-Raphson method. To calculate
the stagnation properties, Eq.~5! has been solved using the modi-
fied Euler predictor-corrector method, with the explicit Euler
method as predictor and a trapezoidal formula in the corrector
step.

For operating conditions in which unsteady effects are negli-
gible, the numerical results of the code have been compared with
those obtained by Bar-Meir et al.@6,8#, with excellent agreement.
In order to check the accuracy of the numerical model, we have
extensively compared its results with the different explicit analyti-

Fig. 3 Validation of the computed results by comparison with
the exact solution given by Eq. „16…
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cal solutions given by Cai@10#. As an example, Fig. 3 shows the
relative errorE5(u2uexact)/uexact between the numerical solu-
tions obtained using different grid sizes for the case of a duct of
constant area,A, with constant friction coefficient,f, and

q52
g

g21
p0

F exp~2Fx!@F exp~2Fx!11#2

100~ t10.02!2 exp~2Fx!

2FFexp~2Fx!11/F

t10.02 G3

(13)

where F5 fAp/A50.2, and the following analytical solution
given by Cai@10#:

pexact5const5p0 , (14)

rexact5
100@~ t10.02!exp~2Fx!#

~F exp~2Fx!11!2 , (15)

uexact5
exp~2Fx!11/F

t10.02
, (16)

for 0<t<0.02 and 0<x<1. The second-order accuracy of the
numerical scheme is shown in Fig. 4, which represents the errorE
as a function of the grid size,Dx, at the inlet, middle and outlet
sections of the vent, fort50.02. All the results in Figs. 3 and 4
were obtained usingDx/Dt52500. The relative difference be-
tween the numerical results obtained using grids of 17 and 33
nodes is around 1023%, and the maximum relative error between
the numerical solution obtained with a grid of 33 nodes and the
exact solution in Fig. 3 is lower than 1023%.

Different grids were used to check the grid-dependency of the
solution for the cases presented in this paper. An increase in the
grid size from 33 to 65 nodes produced differences in the numeri-
cal results for the air velocity atx5L and t5t f ~for which the
influence of grid size is greatest, as in the case of Fig. 3! of less
than 0.4% in the most unfavorable cases. These maximum differ-
ences decreased, for example, to around 0.1% for results corre-
sponding tot50.95t f . We concluded that using 33 nodes along
the x coordinate produced nearly grid-independent results for the
broad range of conditions presented in this work. The ratioDx/Dt
was chosen to satisfy the CFL stability condition.

Discussion of Results
Results for the pressure in the cylinder as a function of time

obtained with the unsteady model presented in this work are com-
pared in Figs. 5 and 6 with those obtained from the quasi-steady
model of Bar-Meir et al.@6,8#. Figure 5 corresponds to atmo-
spheric venting conditions, and Fig. 6 to vacuum venting. Results

in Figs. 5~a–b! and 6~a–b! have been obtained neglecting friction
effects, and those of Figures 5~c–d! and 6~c–d! correspond to a
friction parameter 4f L/D55. The parameterc0(0)t f /L varies
from a value of 5 in Figs. 5~a!, 5~c!, 6~a!, and 6~c! to 50 in Figs.
5~b!, 5~d!, 6~b!, and 6~d!.

In the case of atmospheric venting, it can be observed from Fig.
5 that the influence of unsteady effects on conditions in the cyl-
inder increases as the values of parameters 4f L/D andc0(0)t f /L
decrease and is negligible when the values ofA/A are close to

Fig. 4 Results of a grid sensitivity study for the case corre-
sponding to the exact solution of Eq. „16…

Fig. 5 Effect of vent area values on pressure ratio in the cyl-
inder for two different values of c 0„0…t f ÕL and of the friction
parameter. Case of atmospheric venting. „a… 4fL ÕDÄ0,
c 0„0…t f ÕLÄ5. „b… 4fL ÕDÄ0, c 0„0…t f ÕLÄ50. „c… 4fL ÕDÄ5,
c 0„0…t f ÕLÄ5. „d… 4fL ÕDÄ5, c 0„0…t f ÕLÄ50.
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zero. At this limit ~zero!, the variation of the pressure ratio in the
cylinder is solely determined by the rate of reduction of the cyl-
inder volume, and so the results of the present model coincide
with those obtained with Bar-Meir’s model, in which the assump-
tion that the air in the vent system itself has no mass was adopted.
For higher values ofA/A, unsteady effects make the pressure
within the cylinder increase initially at a higher rate than that
predicted by the quasi-steady model, and then, for sufficiently
high values ofA/A and low values of the friction parameter, the
pressure oscillates around the curve predicted by the quasi-steady

model. The pressure oscillations in the cylinder are caused by the
pressure waves that propagate along the vent and successively
reflect at both vent ends. The number of cylinder pressure oscil-
lation cycles during the filling process will depend on the param-
etersc0(0)t f /L, A/A and 4f L/D. Increasing values ofc0(0)t f /L
will reduce the relative time that pressure waves take to travel the
vent length, and therefore will increase the number of oscillation
cycles. Increasing values ofA/A will cause an increase in the
amount of air, relative to the air mass in the cylinder, leaving the
cylinder when the successive expansion and compression waves
reach the die cavity. The larger the value ofA/A, the smaller the
number of pressure waves required to reach the die cavity to pro-
duce the pressure oscillations in the cylinder, and, consequently,
the higher the number of pressure oscillation cycles in the cylinder
during the filling process. In the absence of friction, for suffi-
ciently large values ofA/A the number of cycles would be deter-
mined solely byc0(0)t f /L.

It can be observed from Fig. 5 that, for increasing values of
c0(0)t f /L, the results of the unsteady model become closer to
those of the quasi-steady model proposed by Bar-Meir et al.@8#,
as is to be expected. Notice that, forc0(0)t f /L550, 4f L/D55
and largeA/A values, quasi-steady flow conditions are reached
after an initial period, during which unsteady effects have a slight
influence. When friction is low, for values ofc0(0)t f /L above
those of Fig. 5 and large values ofA/A, a quasi-steady period can
also be reached following an initial period in which large-
amplitude waves propagate across the vent and whose duration
decreases asc0(0)t f /L increases.

By comparing Figs. 5~a–b! and 5~c–d! it can also be observed
that friction effects produce an appreciably higher increase of
pressure in the cylinder for both quasi-steady and unsteady cases,
and an attenuation of unsteady effects. Typical values of the fric-
tion parameter 4f L/D can range between 0.5 and 50~Bar-Meir
et al. @8#!, and those of parameterc0(0)t f /L can typically vary
between 5 and 50. Thus, unsteady effects may be very important
in some practical situations, and must be taken into account for a
proper design of the venting system.

It should be pointed out that in a poorly-designed vent system
the required vent area may be very large, and so the hypothesis of
uniform conditions and air at rest in the cylinder may not hold. In
these situations, which are more likely to occur for large values of
A/A and low values ofc0(0)t f /L, not only Bar-Meir’s model but
also the present one are inadequate.

For vacuum venting conditions, considerations similar to the
previous ones for atmospheric venting can be made in view of
Fig. 6. As already mentioned, the pressure in the cylinder and
everywhere in the vent is initially equal top0(0). At t50, the end
of the vent is instantaneously connected to a vacuum tank, where
the pressure is assumed constant with time. The flow then be-
comes choked very rapidly. For low values ofA/A, the pressure
evolution in the cylinder is very similar to that for the case of
atmospheric venting. This also occurs for higher values ofA/A
during an initial period of time, which is longer for low values of
parameterc0(0)t f /L; after this period, the pressure increases
more slowly and then begins to decrease. In this case, too, as is to
be expected, unsteady effects become less important for large val-
ues of c0(0)t f /L. However, for sufficiently large values of
c0(0)t f /L and A/A, the pressure in the cylinder may become
close to the vacuum pressure and oscillate around it~Fig. 6~b!!.
The pressure oscillations in the cylinder are also caused in this
case by the pressure waves travelling along the vent. For such
cases, the effects of friction lead to the pressure in the cylinder
decreasing more slowly and, as in the case of atmospheric vent-
ing, prevent the above oscillations~Fig. 6~d!!. Notice that in the
quasi-steady model of Bar-Meir et al.@6# the flow is assumed to
be choked at any time, which requires a very small vacuum pres-
sure for large values ofA/A. In this work we have considered a
vacuum pressure of 0.167p0(0), andtherefore the flow may be
unchoked, not only at the beginning of the filling process, but also

Fig. 6 Effect of vent area values on pressure ratio in the cyl-
inder for two different values of c 0„0…t f ÕL and of the friction
parameter. Case of vacuum venting. „a… 4fL ÕDÄ0, c 0„0…t f ÕL
Ä5. „b… 4fL ÕDÄ0, c 0„0…t f ÕLÄ50. „c… 4fL ÕDÄ5, c 0„0…t f ÕLÄ5. „d…
4fL ÕDÄ5, c 0„0…t f ÕLÄ50.
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for sufficiently large values oft/t f , particularly for large values of
c0(0)t f /L andA/A and low values of 4f L/D. Comparison of the
results in Figs. 5 and 6 reveals the effect of vacuum venting versus
atmospheric venting. In vacuum venting, an additional substantial
reduction in the pressure in the cylinder can usually be attained
and, therefore, as will be discussed below, in the mass of residual
air. It can be deduced from Figs. 5 and 6 that this is especially true
when A/A is large and the friction effects are low, and that the
advantages of using vacuum venting are less evident in poorly-
designed vent systems. It should also be pointed out that when
unsteady effects are substantial, the actual reduction of pressure in
the cylinder is not as high as that predicted by quasi-steady mod-
els.

Bar-Meir et al.@6# have shown that, when the flow is choked
from the start of the filling process, as is assumed in their quasi-
steady model for vacuum venting, the following vent area makes
the pressure in the cylinder remain constant with time:

Ac5
A

MmaxS 11
g21

2
Mmax

2 D ~g11!/2~12g! , (17)

whereMmax is the maximum Mach number at the vent inlet for a
Fanno flow. Under these choked conditions, they have also shown
thatp0(t)/p0(0) only depends onA/Ac . For atmospheric venting
and quasi-steady conditions, Bar-Meir et al.@8# have studied the
effects ofA/Ac on the pressure development and on the residual
air mass in the cylinder, considering the influence of parameter
4 f L/D to be quite small. This approximation is more adequate for
sufficiently large or low values ofA/Ac , for which p0(t)/p0(0)
depends solely onA/Ac , whereas for intermediate values ofA/Ac
of around one,p0(t)/p0(0) also depends on 4f L/D, as shown in
Fig. 7. In this work we have usedA, instead ofAc , to nondimen-
sionalize the vent area in order to show explicitly the influence of
the friction parameter, on whichAc depends throughMmax ~Eq.
~17!!. For the cases of Figs. 6~a-b! and 6~c-d!, A/Ac51 corre-
sponds to values ofA/A equal to 1.728 and 3.448, respectively,
for which the corresponding curves have been drawn with dashed
lines.

For atmospheric venting conditions and for 4f L/D values of 0
and 5, respectively, Figs. 8~a! and 8~b! show the mass ratio of air
remaining in the cylinder at different dimensionless times,t/t f , as
a function of the dimensionless vent area,A/A, for different val-
ues of the parameterc0(0)t f /L. It can be observed that results for
c0(0)t f /L550 are very close to those of the quasi-steady model
of Bar-Meir et al.@8#, which have also been represented in Fig. 8.
Notice that, for this quasi-steady conditions, the air mass within

the cylinder at a givent/t f decreases withA/A, although above a
more or less defined criticalA/A ratio, which does not depend on
t/t f , it remains approximately constant. This behavior was al-
ready found and discussed by Bar-Meir et al.@8#, and may be
explained in view of Fig. 5, which shows the decreasing influence
of the A/A ratio on the pressure ratio in the cylinder asA/A
increases. This happens for any value of the friction parameter,
although the critical area ratio increases with 4f L/D. For
4 f L/D50, the critical area ratio can be taken as equal to 2. For
increasing friction effects, the slope of the curve depicting
m(t)/m(0) as a function ofA/A is less pronounced, and the criti-
cal area ratio becomes less clearly defined, although for 4f L/D
55 we can consider that it takes on a value of around 4. Despite
the above mentioned slight dependence ofm(t)/m(0)5 f (A/Ac)
on 4f L/D, the two values of the critical area indicated correspond
approximately to a sole value ofA/Ac51.2, which coincides with
that given by Bar-Meir et al.@8# for 4f L/D55.

In the case of unsteady conditions, the air mass in the cylinder
may not decrease monotonically withA/A when this value is
sufficiently high~Fig. 8~a!!. The nonmonotonic variation of the air
mass in the cylinder which appears in some cases represented in
Fig. 8~a! is a reflection of the already mentioned oscillating be-
havior of the pressure inside the cylinder and of the fact that each
of the curves represented in this figure corresponds to a given
moment in time. For example, in Fig. 5~a!, for t/t f50.9, the pres-
sure ~and so the mass of air! in the cylinder forA/A55 is less
than the pressure corresponding to a value ofA/A510. It can be
observed in Fig. 8~a! that the optimum area ratio for which the air
mass in the cylinder is minimum, or above which the air mass
remains approximately constant, increases with decreasing
c0(0)t f /L andt/t f . In the cases represented in Figs. 8~a! and 8~b!
~except for 4f L/D55, t/t f50.6 andc0(0)t f /L55, in the range
of A/A shown in the figure!, it can be observed that a range of
values ofA/A can be found, for which the air mass remaining in

Fig. 7 Effect of friction on the pressure ratio in the cylinder,
for atmospheric venting and quasi-steady conditions, and dif-
ferent values of the vent area ratio A ÕA c

Fig. 8 Effect of the area ratio A ÕA on the mass ratio of air
remaining in the cylinder at various dimensionless times, t Õt f ,
for atmospheric venting and different values of c 0„0…t f ÕL . „a…
4fL ÕDÄ0. „b… 4fL ÕDÄ5
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the cylinder is lower than that corresponding to the critical area
for the quasi-steady case. The dependence of the optimum area
ratio on t/t f introduces an additional uncertainty in the selection
of an appropriate vent area when the instant at which the molten
metal reaches the vent inlet cannot be predicted a priori.

Figure 9 has been prepared to show with more detail the influ-
ence of unsteady effects on the mass of air remaining in the cyl-
inder for atmospheric venting. In this figure we represent the ratio

between the residual air mass in the cylinder predicted by the
unsteady model and that predicted by the quasi-steady model as a
function ofA/A, for t/t f50.9,c0(0)t f /L55 and different values
of the friction parameter. The value oft/t f50.9 has been taken as
a representative value of the time at which the molten metal
reaches and blocks the vent. Although important unsteady effects
exist for values ofA below the critical area, as can be seen in Fig.
8, those which exist in a range of areas around and above the
critical area are of greater practical interest. For each value of
4 f L/D, the critical area corresponds to a value ofA/A close to
that of the local maximum which can be observed to exist in the
corresponding curve of Fig. 9~for 4f L/D550 the maximum is
located outside the range ofA/A shown in the figure!. It can be
observed that the unsteady effects lead tom being greater thanms
for areas slightly greater than the critical and lower thanms for
even greater areas. The variations inm with respect toms around
the critical area are approximately 25 percent, 7 percent and 3
percent for 4f L/D50, 2 and 5, respectively. From the above, it
can be deduced that vent areas greater than the critical area pre-

Fig. 10 Effect of the area ratio A ÕA on the mass ratio of air
remaining in the cylinder at various dimensionless times, t Õt f ,
for vacuum venting and different values of c 0„0…t f ÕL . „a…
4fL ÕDÄ0. „b… 4fL ÕDÄ5

Fig. 11 Effect of the area ratio A ÕA on the ratio between the
residual air mass in the cylinder at t Õt fÄ0.9, as predicted by the
unsteady model for c 0„0…t f ÕLÄ10, and that obtained assuming
quasi-steady conditions „c 0„0…t f ÕLÄ500…, for vacuum venting
and different values of friction parameter

Fig. 12 Effect of vacuum pressure on the pressure ratio in the
cylinder at t Õt fÄ0.9 as a function of the vent area ratio A ÕA c ,
predicted by the numerical model for c 0„0…t f ÕLÄ500 and by the
model of Bar-Meir et al. †6‡

Fig. 9 Effect of the area ratio A ÕA on the ratio between the
residual air mass in the cylinder at t Õt fÄ0.9, as predicted by the
unsteady model for c 0„0…t f ÕLÄ5, and that predicted by the
model of Bar-Meir et al. †8‡ for atmospheric venting and differ-
ent values of the friction parameter
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dicted by the quasi-steady model give rise to substantial additional
reductions in the residual air mass in the cylinder, particularly
when friction is low.

Results similar to those of Figs. 8 and 9 are presented in Figs.
10 and 11 for vacuum venting conditions. Notice that, for the
reasons explained above, the results forc0(0)t f /L5500 in Fig.
10, which can be considered as quasi-steady, only coincide with
those of the quasi-steady model of Bar-Meir et al.@8# for suffi-
ciently small values ofA/A. Also notice that, as occurs for atmo-
spheric venting, for quasi-steady conditions there is a critical vent
area above which the residual air mass in the cylinder remains
approximately constant. This critical area, besides increasing with
4 f L/D for a given vacuum pressure, as in atmospheric venting,
also depends ont/t f , decreasing as this parameter increases. For
t/t f50.9 andpexit /p0(0)50.167, for example, the critical area
ratios for 4f L/D50 and 5 are around 3 and 6, respectively, val-
ues which correspond to a sole value forA/Ac of around 1.8. The
minimum mass of air which can be trapped in the cylinder at a
given moment decreases as the vacuum pressure decreases and is
reached for venting areas equal to or above the critical area,
which, in turn, increases as the vacuum pressure decreases. This
can be seen in Fig. 12, which shows the dimensionless pressure in
the cylinder as a function ofA/Ac for different vacuum pressures
and t/t f50.9. The solid line corresponds to the results of Bar-
Meir et al. @6#, which are valid for sufficiently low vacuum pres-
sures, and the dashed lines represent numerical results for
c0(0)t f /L5500, which can be considered as corresponding to
quasi-steady conditions~results for quasi-steady conditions can
also be obtained by numerical integration of the differential equa-
tion proposed by Bar-Meir et al.@8# to calculate pressure evolu-
tion in the cylinder for atmospheric venting, using the appropriate
initial and boundary conditions!. Note that, in principle, it is ob-
viously possible to attain pressure values in the cylinder and so of
the residual air mass as low as is wished if vacuum pressures are
sufficiently low and by choosing a suitably large vent area for the
vacuum pressure selected. In practice, the restrictions mentioned
in the introduction limit the area of vents.

For unsteady conditions, a comparison of Figs. 8 and 10 shows
that the results for vacuum venting are qualitatively similar to
those obtained for atmospheric venting, although the unsteady ef-
fects in the former are much more important than in the latter
particularly in the case of high 4f L/D values. This can be seen in
greater detail in Fig. 11, which corresponds to a value of
c0(0)t f /L510 even greater than in Fig. 9, for which the unsteady
effects would in principle be less important. Note that the local
maximum ofm/ms for each value of 4f L/D is reached for aA/A
ratio close to the critical value corresponding to the quasi-steady
case. At these maxima, the unsteady effects increase the residual
mass of air in the cylinder by 30 percent~when there is no fric-
tion! to almost 50 percent for 4f L/D510. This means that it may
be necessary to use vent areas substantially above the critical ar-
eas determined using quasi-steady models in order to reduce the
mass of residual air in the cylinder.

Conclusions
The flow through venting systems in pressure die casting pro-

cesses has been analyzed using an unsteady model for both atmo-
spheric and vacuum venting conditions. The numerical results of
the model agree very well with the results of previous quasi-
steady models for conditions for which unsteady effects are neg-
ligible, as expected. The results of the model have also been ex-
tensively compared with some explicit analytical solutions of 1-D
unsteady compressible flows with friction and heat transfer ef-
fects, and a very good degree of agreement has been found. The
results presented in this work show that, for broad ranges of op-
erating conditions, unsteady effects must be taken into account in
the selection of design parameters in order to minimize the
amount of trapped air and thus porosity in manufactured parts. For
sufficiently low values ofc0(0)t f /L, within ranges which are

encountered in practical operating conditions, it has been found
that unsteady effects can substantially affect the mass of air re-
maining in the die cavity at a given time. As a consequence, the
minimum vent area which provides good ventilation, and above
which the residual air mass in the cylinder is not appreciably
further reduced~and even increases in some cases!, can be con-
siderably higher than the critical area predicted by previous quasi-
steady models. The unsteady effects are, in general, higher for
vacuum venting conditions and, in the case of vent areas around
the critical area corresponding to quasi-steady conditions, may
increase the amount of residual air by as much as 50 percent or
even more. For atmospheric venting, unsteady effects for vent
areas around the critical value corresponding to quasi-steady con-
ditions are lower than those for vacuum venting, particularly when
friction effects in the vent are large, although in sufficiently un-
steady conditions and when friction is low they may be decisive in
choosing appropriate vent areas. This analysis and the results ob-
tained make it possible to establish useful criteria for designing
venting systems for use in die casting processes.
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Nomenclature

A 5 cross-sectional area of vent
Ac 5 area defined in Eq.~17!
A 5 area defined in Eq.~6!
c 5 sound speed
E 5 relative error between the numerical solution and the

exact solution of Eq.~16!, @(u2uexact)/uexact#
f 5 friction coefficient

F 5 dimensionless parameter defined in Eq.~12!
D 5 hydraulic diameter of vent
L 5 equivalent length of vent
M 5 Mach number

Mmax 5 maximum Mach number at vent inlet for a Fanno flow
m 5 air mass in the cylinder
p 5 pressure

pexit 5 pressure at vent exit
t 5 time elapsing from the moment the molten metal enters

the runner
t f 5 filling time of the cylinder
u 5 velocity
V 5 air volume in the cylinder
x 5 coordinate along the vent

Dx 5 size of the computational grid
g 5 specific-heat ratio
r 5 air density

Subscripts

0 5 conditions in the cylinder~runner and die cavity!
1 5 conditions at vent inlet
s 5 quasi-steady conditions

Superscripts

8 5 dimensionless magnitude
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Diffusion-Controlled Dopant
Transport During Magnetically-
Stabilized Liquid-Encapsulated
Czochralski Growth of Compound
Semiconductor Crystals
During the magnetically-stabilized liquid-encapsulated Czochralski (MLEC) process, a
single compound semiconductor crystal is grown by the solidification of an initially mol-
ten semiconductor (melt) contained in a crucible. The melt is doped with an element in
order to vary the electrical and/or optical properties of the crystal. During growth, the
so-called melt-depletion flow caused by the opposing relative velocities of the
encapsulant-melt interface and the crystal-melt interface can be controlled with an exter-
nally applied magnetic field. The convective dopant transport during growth driven by
this melt motion produces nonuniformities of the dopant concentration in both the melt
and the crystal. This paper presents a model for the unsteady transport of a dopant during
the MLEC process with an axial magnetic field. Dopant distributions in the crystal and in
the melt at several different stages during growth are presented.
@DOI: 10.1115/1.1411968#

Introduction
Since molten semiconductors are excellent electrical conduc-

tors, a magnetic field can be used to control the dopant distribu-
tion in the crystal, which depends on the convective and diffusive
transport of the dopant in the melt. Electronic and optical devices
are manufactured on single-crystal wafers from ingots of semicon-
ductor crystals. Since the performance of any device depends
strongly on the uniformity of the local dopant concentration in the
wafer on which it is produced, a major objective during the so-
lidification of any semiconductor is to minimize dopant segrega-
tion in the crystal. Hurle and Series@1# and Walker@2# reviewed
the literature on the use of magnetic fields during the bulk growth
of semiconductor crystals.

The characteristic ratio of the electromagnetic~EM! body force
to the viscous force is Ha2, where Ha5BR(s/m)1/2 is the Hart-
mann number,B is the magnetic flux density of the magnetic field,
R is the characteristic dimension of the melt,s is the electrical
conductivity of the melt, andm is the dynamic viscosity of the
melt. Since the ratio ofs to m is enormous for virtually all molten
semiconductors, even a weak magnetic field gives Ha5500 or
1,000 for a typical crystal growth system, so that the EM damping
can easily stabilize the melt motion. Bliss et al.@3,4# were the first
to use magnetic stabilization to produce 8-cm-diameter twin-free
indium-phosphide~InP! crystals.

In order to provide an EM suppression of the melt motion
where the dopant transport is dominated by diffusion, the species
transport Pe´clet number, Peg5UgR/D, must be extremely small,
where Ug is the characteristic velocity of the magnetically
damped melt motion, whileD is the diffusion coefficient for the
dopant in the molten semiconductor. Since typical values ofD are

1 to 231028 m2/s, it is currently not practical to produce a mag-
netic flux density which is large enough to eliminate melt motion
due to buoyant convection, rotationally-driven flow, etc.@5#. It is
more practical to use a moderate magnetic field to tailor the melt
motion in order to achieve dopant uniformity in the crystal. At
each stage during the growth of a crystal by any process, there are
infinitely many ways to tailor the strength and configuration of the
externally applied magnetic field, the rotation rates of the crystal
and crucible, the distribution of heat flux into the melt, the radia-
tive and conductive heat losses from the melt, etc., so that models
which accurately predict dopant distribution in an entire crystal
are needed to facilitate process optimization.

In the present study, we treat the species transport of iron~Fe!
in an InP melt during the magnetically-stabilized liquid-
encapsulated Czochralski~MLEC! process with a uniform, steady,
axial magnetic field. In a pair of studies, Ma and Walker@5,6#
presented an asymptotic treatment which substantially reduced the
computational requirements needed to simulate dopant transport
in a magnetic field, and thereby provided the first predictions of
dopant composition in the entire crystal in a model problem. Us-
ing this method, Hirtz and Ma@7# investigated the effect of mag-
netic field orientation on dopant transport and found that an axial
magnetic field produces a crystal with less radial segregation. Re-
cently, Ma and Walker@8# applied this to vertical Bridgman crys-
tal growth with a steady magnetic field. In the present paper, we
apply this approach to the MLEC process with so-called melt-
depletion flow. We refer to the melt motion caused by the oppos-
ing relative motions of the encapsulant-melt interface and crystal-
melt interface as melt-depletion flow which drives convection of
dopant. Because this flow occurs in any Czochralski process even
in the absence of natural or forced convections, this is the Czho-
chralski equivalent of ‘‘diffusion-controlled growth’’ which occurs
in directional solidification or Bridgman growth in the limiting
case where there is no natural or forced convection.
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Melt Motion
This paper treats the unsteady, axisymmetric species transport

of iron in an indium-phosphide melt during the liquid-
encapsulated Czochralski process with an externally-applied, uni-
form, steady, axial magnetic fieldBẑ. Here,B is the magnetic flux
density while r̂ , û and ẑ are the unit vectors for the cylindrical
coordinate system. An axial magnetic field preserves the axisym-
metry of the crystal while a transverse or horizontal uniform mag-
netic field produces deviations from axisymmetry in the melt
composition, leading to undesirable rotational striations in the
crystal. Bryant et al.@9# showed that nonuniform magnetic fields
are not beneficial for compound semiconductors. Our dimension-
less problem is sketched in Fig. 1. The coordinates and lengths are
normalized by the crucible’s inner radiusR, so thatg is the di-
mensionless crystal radius, andb(t) is the dimensionless depth of
the melt. This study uses the bulk approximation which assumes
that the crystal-melt and encapsulant-melt interfaces lie in the
same horizontal plane atz5b(t)5b02g2t. The crystal-growth
velocity is the sum of the velocity at which the crystal is moved
upward and the velocity at which the crystal-melt interface moves
downward. Here,b0 is the initial dimensionless melt depth.

Before solidification begins, phosphoric gas is bubbled at high
pressure through the indium melt, and indium and phosphorus
fuse to form the compound InP. A layer of boron oxide (B2O3)
encapsulates the melt to prevent escape of the volatile component
~P!. A single crystal seed is lowered through the B2O3 which
initiates solidification. Once the crystal has grown to the desired
diameter, the crystal is pulled vertically upward at a rate which
maintains this diameter. The melt is housed by a quartz crucible
which is structurally supported by a graphite susceptor as shown
in Fig. 1. For a typical process,R54.7 cm@4#.

In the present paper, we treat only one component of the flow,
namely the so-called melt-depletion flow. In a reference frame
moving with the crucible, the fluid at the encapsulant-melt inter-
face moves downward at a rate2db/dt while the fluid at the
crystal-melt interface moves vertically upward at the pull velocity,
causing a melt motion which is referred to as the melt-depletion
flow. Here, time t is normalized withR/Ug , where Ug is the
constant velocity of the crystal-melt interface. This terminology
arises because the crystal-melt interface acts as a porous boundary
with suction. During growth, there is typically rotationally-driven
flow associated with rotations of the crystal and the crucible@10#,
and the effect of these rotations and of the buoyant convection on
the dopant transport will be investigated in a future study. Without
a magnetic field, the natural and forced convections are vastly
larger than the melt-depletion flow. With a magnetic field, the EM
damping suppresses these convections and dramatically reduced
their magnitudes so that they become comparable to the melt-
depletion flow and even smaller than the melt-depletion flow for
some larger field strengths and in some regions of the melt even
for weaker field strengths. For example, with melt-depletion flow
and buoyant convection with a moderate field strength, during
early stages of growth the buoyant convection dominates every-

where except near the interfaces where the melt-depletion flow is
large. At later stages, the melt depth is smaller so the buoyant
convection is weaker and the melt-depletion flow can dominate
most of the melt.

The electric current in the melt produces an induced magnetic
field which is superimposed upon the applied magnetic field pro-
duced by the external magnet. The characteristic ratio of the in-
duced to applied magnetic field strengths is the magnetic Rey-
nolds number, Rm5mpsUgR, where mp is the magnetic
permeability of the melt. For all crystal-growth processes, Rm
!1 and the additional magnetic fields produced by the electric
currents in the melt are negligible.

In the Navier-Stokes equation, the characteristic ratio of the EM
body force term to the inertial terms is the interaction parameter,
N5sB2R/rUg , which varies asB2. For a sufficiently strong
magnetic field,N is large so that inertial terms are negligible. In a
recent study, Ma and Walker@11# investigated the role of inertia
on the melt motion during MLEC growth, and determined the
errors associated with neglect of inertial effects for field strengths
between 0.1 and 0.9T. For MLEC growth of InP, they found that
inertia is totally negligible forB>0.5T.

For inertialess flow, the melt-depletion flow is governed by

2¹p1 jxẑ1Ha22¹2v50, (1a)

¹•v50, (1b)

¹• j50, (1c)

j52¹f1vxẑ, (1d)

where v(r ,z,t)5v r r̂1vzẑ is the dimensionless velocity of the
melt normalized byUg , p is the dimensional pressure normalized
by sB2UgR, j is the electric current density normalized by
sUgB, f is the electric potential function normalized byUgBR.
Here,z52112z/b(t) is a rescaled axial coordinate so that21
<z<11 for all time.

In an asymptotic solution for Ha@1, the melt is divided into an
inviscid core, Hartmann layers with an O~Ha21! thickness adja-
cent to the bottom crucible wall atz521 and adjacent to the
crystal-melt and encapsulant-melt interfaces atz511. The en-
capsulant is so viscous thatv r50 at the encapsulant-melt inter-
face. The Hartmann layers have a simple, local, exponential struc-
ture, which matches any radial core or parallel layer velocities at
z511, which satisfies the no-slip conditions at the crucible’s
surface, and the crystal-melt interface and the encapsulant-melt
interface, and which indicates thatvz in the core or parallel layer
is O~Ha21! at z561. For magnetic field strengths of interest, this
parallel layer is not actually thin as assumed in the formal
asymptotic expansion for Ha@1. While a formal asymptotic
analysis for Ha@1 is not appropriate, the numerical solution of
the inertialess Navier-Stokes equation with all viscous terms is not
necessary. The Hartmann layers represent an extremely small frac-
tion of the melt depth and have a simple exponential structure.
Therefore, we use a composite core parallel-layer solution which
does not assume that the parallel-layer thickness is small. We
discard the viscous terms Ha22]2v/]z2 in the Navier-Stokes equa-
tion, and we relax the no-slip conditions atz561 because they
are satisfied by the Hartmann layers which are not part of the
composite solution.

For our axisymmetric flow, there is no azimuthal electric field,
and there is a radial EM body force due to the azimuthal electric
current and the axial magnetic field. The streamfunction is gov-
erned by

Ha22
]

]r H 1

r

]

]r F r
]

]r S 1

r

]c

]r D G J 2
4

b2

1

r

]2c

]z2 50, (2a)

where

v r5
2

b

1

r

]c

]z
, (2b)

Fig. 1 Magnetically-stabilized liquid-encapsulated Czochralski
crystal growth with a uniform, steady, axial magnetic field and
with coordinates normalized by the crucible’s inner radius
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vz52
1

r

]c

]r
. (2c)

In a typical process, the crystal grows at a rate ofUg
520 mm/hr or 5.556mm/s, which is so small that it is appropriate
to treat the melt-depletion flow as quasi-steady, i.e., to neglect
inertial effects@12#. The boundary conditions along the crystal-
melt and encapsulant-melt interfaces are@12#

c52
1

2
~12g2!r 2, at z511, for 0<r<g, (3a)

c52
1

2
g2~12r 2!, at z511, for g<r<1. (3b)

We use a Chebyshev spectral collocation method to solve Eq.~2a!
with Eqs.~3a! and~3b! at z511, the no-slip condition along the
crucible’s vertical wall, and no-penetration conditions along the
crucible’s walls. A Galerkin method is used to avoid a Gibb’s
phenomena associated with the discontinuity in the streamfunc-
tion at r 5g andz511. We use Gauss-Lobatto collocation points
in r andz, and a sufficient number of collocation points in order to
resolve all velocity gradients.

The streamlines for the melt-depletion flow are shown in Fig. 2.
for g50.4, b050.6348, Ha52,748 andUg55.556mm/s, where
the minimum value of the streamfunction is20.0659. For the
results presented in Fig. 2, 31 collocation points in the radial
direction and 31 collocation points in the axial direction are
enough points to give accurate numerical results. The present in-
ertialess results are certainly appropriate for Ha52,748 for which
B52 T @11#. For a constant growth rate, the minimum value of
the streamfunction is constant for all stages of growth. The melt-
depletion flow is spread over almost the entire volume of the melt
with axially downward flow forg<r<1, radially inward flow
everywhere, and axially upward flow for 0<r<g. When the
electrically-conducting fluid flows radially across the vertical
magnetic field, it generates an induced magnetic field which
drives an azimuthal electric current which in turn flows across the
magnetic field, creating an EM body force which opposes the
radial velocity. Since there is no EM body force opposing flow

along magnetic field lines, the flow along the magnetic field lines
is elongated, so that there is melt-depletion flow over the entire
melt.

Dopant Transport
Before solidification begins, the dopant concentration is uni-

form, and this initial value is used to normalize the concentration
C, so thatC(r ,z,t50)51. Once crystal growth starts, the crystal
rejects dopant into the local melt forks,1, leaving a dopant-rich
region near the crystal-melt interface. Here,ks is the segregation
coefficient which is the ratio of the local dopant concentration in
the crystal to that in the melt at any point on the interface. The
dimensionless equation governing this dilute species transport is

]C

]t
1v•¹C5Peg

21¹2C, (4)

wherev is the dimensionless melt-depletion velocity. The bound-
ary conditions for the crystal-melt and encapsulant-melt interfaces
are

2

b

]C

]z
5Peg~12ks!C, at z511, for 0<r<g, (5a)

]C

]z
50, at z511, for g<r<1, (5b)

where Peg5UgR/D is the growth Pe´clet number. The boundary
conditions along the bottom and vertical crucible walls are

]C

]z
50, at z521, (6a)

]C

]r
50, at r 51. (6b)

Solutions for the dopant concentrations in the Hartmann layers
show that the changes in the conditions~5! and ~6a! due to the
Hartmann layers are smaller than the O~Ha21! terms which are
neglected in the melt motion solutions@5#. Therefore, the Hart-
mann layers can be ignored in the species transport problem.

We use a Chebyshev spectral collocation method for the con-
vective and diffusive terms in Eq.~4! with Gauss-Lobatto collo-
cation points inr andz. We use a sufficient number of collocation
points in order to resolve the concentration gradients nearz5
61 and the velocity gradients nearr 51. For the time derivative
in Eq. ~4!, we use a second-order implicit time integration scheme
from t50 to a t which is slightly less thanb0 /g2, and use a large
enough number of time steps such that the results do not change
by increasing the number of time steps.

At the beginning of crystal growth, the melt concentration, nor-
malized with the initial uniform concentration, isC(r ,z,t50)
51. Thus the amount of dopant initially in the melt is obtained by
integrating across the melt’s volume giving a total concentration
equal topb0 . We verify that the sum of the dopant concentration
in the melt and in the crystal is equal topb0 at each time step.

Assuming that there is no diffusion of dopant in the solid crys-
tal and that the density of the solid and liquid are the same, the
dopant distribution in the crystalCs(r ,J), normalized by the ini-
tial uniform dopant concentration in the melt, is given by

Cs~r ,J!5ksCS r ,z511,t5
b02g2J

g2 D , (7)

where ks50.001 for indium-phosphide doped with iron@13#.
Here,J5b0 /g2 corresponds to the first-grown part of the crystal
at t50 while J50 corresponds to the last-grown part of the
crystal.

Fig. 2 Streamlines for melt-depletion flow for gÄ0.4, b
Ä0.6348, HaÄ2,748, and UgÄ5.556 mmÕs
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Results and Discussion
For dopant transport with only melt-depletion flow, the

constant-concentration curves in the melt at various times and
those in the crystal are presented in Figs. 3 and 4, respectively, for
g50.4, b050.6348, Ha52,748, Ug55.556mm/s, and ks
50.001, for which Peg513.0556 and the time to grow a crystal is
3.9675. In Fig. 3~a!, 5% of the crystal has grown whent
50.1984, and the maximum value of the concentration is 4.3870.
Most of the constant-concentration curves are concentrated in a
region near the crystal-melt interface while the remainder of the
melt is at its initial uniform concentrationC51. Without the melt-
depletion flow, the constant-concentration curves would be much
more rounded. The melt-depletion flow’s upward motion below
the crystal-melt interface opposes the diffusion of dopant away

from the interface and thus flattens the constant-concentration
curves. The minimum dopant concentration in the melt remains at
C51 until nearly 10% of the crystal has grown.

We use the asymptotic limit for the melt-depletion flow for
Ha@1 to help understand the transport in the melt at later stages
during the growth. For Ha@1, ~1! the bottom of the crucible
moves vertically upward with velocityg2 in a reference frame
moving with the crystal-melt and encapsulant-melt interfaces, and
~2! the melt can be divided into subregions: an inner inviscid core
below the crystal-melt interface, an outer inviscid core region be-
low the encapsulant-melt interface, O~Ha21! Hartmann layers ad-
jacent to the crystal-melt and encapsulant-melt interfaces atz
511 and adjacent to the crucible’s bottom atz521,O~Ha21/2!
parallel layer adjacent to the vertical crucible wall atr 51, and an
O~Ha21/2! free shear layer atr 5g beneath the crystal edge@14#.
In the inner core region for 0<r<g, the radial and axial veloci-
ties are

v r~r !52
r

2b
~12g2!, for 0<r<g and 21<z<11,

(8a)

vz~z!5
1

2
~12g2!~z11!, for 0<r<g and 21<z<11.

(8b)

In the outer core region forg<r<1, the radial and axial veloci-
ties are

v r~r !5
g2

2b S r 2
1

r D , for g<r<1 and 21<z<11, (9a)

vz~z!52
g2

2
~z11!, for g<r<1 and 21<z<11.

(9b)

The maximum radial velocity is equal to (12g2)/(2b) and in-
creases asb21.

Near r 50, the rejected dopant must diffuse only axially be-
cause the solidification is uniformly rejecting dopant back into the
melt for early stages of growth. The large axial velocity opposes
the diffusion of rejected dopant, so that the concentration remains

Fig. 3 Contours of the concentration in the melt C „r, z,t… for
gÄ0.4, bøÄ0.6348, HaÄ2,748, UgÄ5.556 mmÕs, and k sÄ0.001:
„a… C„r, z,tÄ0.1984…, „b … C„r, z,tÄ0.7935…

Fig. 4 Contours of the concentration in the crystal C s„r, J… for
gÄ0.4, b0Ä0.6348, HaÄ2,748, UgÄ5.556 mmÕs, and k sÄ0.001
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high. The dopant rejected nearr 5g diffuses axially and radially.
The axial diffusion is also opposed by the strong axial velocity but
Eq. ~8a! indicates that the radial diffusion is against a relatively
weak inward velocity for larger values ofb for early stages of
growth. Once the dopant diffuses pastr 5g nearz511, the dop-
ant diffuses axially downward with a small axial velocity as indi-
cated by Eq.~9b!. Thus this dopant diffuses downward into the
outer core and the concentration is small nearr 5g and z511,
causing more radial diffusion nearr 5g. Thus, a diffusion bound-
ary layer quickly develops nearr 50, and the crystal concentra-
tion rises rapidly asJ decreases from its maximum value, as
shown in Fig. 4. On the other hand, the rejected dopant nearr
5g diffuses outward and downward into the outer core, so that no
diffusion boundary layer develops atr 5g, and the crystal con-
centration remains nearks for a long decrease inJ. This is re-
flected in theCs50.0073 contour in Fig. 4, which dramatically
curves downward nearr 5g. The outer core is almost well-mixed
so that the rejected dopant spreads quickly over the far away melt.

As growth continues, the axial velocities near the interfaces
remain constant, but the maximum radial velocity increases as
b21. Since the dopant concentration nearr 50 is higher than the
concentration nearr 5g, the rate of dopant rejection is higher
near the centerline than near the periphery of the crystal as re-
flected in Eq.~5a!. This leads to a larger concentration gradient
near the crystal-melt interface and thus increases diffusion in the
radial direction. However, this diffusion is opposed by a larger
radial inflow asr increases fromr 50 to r 5g, so that dopant
accumulates and a diffusion boundary layer develops nearr 5g.
The dopant that diffuses downward can diffuse increasingly faster
with depth becausevz decreases asz, i.e., vz varies from (1
2g2) at the crystal-melt interface to zero at the crucible bottom in
the inner core as indicated by Eq.~8b!. Near r 5g, the dopant
which diffuses radially to the outer core can easily diffuse axially
because of the small downward axial melt motion, leading to the
almost vertical constant-concentration curves in Fig. 3~b!. In Fig.
3~b! 20% of the crystal has grown att50.7935, and the minimum
and maximum melt concentrations are 1.005 and 11.99, respec-
tively. Some dopant has entered the outer core but this is a rather
small amount of dopant in the large volume of the outer core, so
that the concentration in the outer core is still close toC51 and
the concentration gradients are small.

During latter stages of growth, higher concentration levels lead
to increasingly larger dopant rejection at the crystal-melt interface
nearr 50 due to the higher inward radial velocities coupled with
the constant upward axial velocities. Nearr 5g, concentration
values remain relatively smaller leading to higher radial non-
uniformity in the melt at the crystal-melt interface. This radial
non-uniformity is reflected in Fig. 4 for the latter grown sections
of the crystal, where the concentration values nearr 50 are
roughly 15 times larger than the concentration values nearr 5g.
In contrast, the concentration atr 50 atJ53.5 is only 2.75 times
higher than the concentration atr 5g.

Conclusions
During the magnetically-stabilized liquid-encapsulated Czo-

chralski growth of compound semiconductors, convective dopant
transport due to melt-depletion flow creates undesirable radial
non-uniformity in the crystal’s dopant concentration.

While this paper treats the melt-depletion flow alone, the dop-
ant transport is also significantly affected by other melt motions.
For example, radio-frequency induction heating used to keep the
semiconductor molten creates buoyant convection which also
drives convection of dopant. Future research will include the ef-
fects of these other melt motions in order to support experiments
in a search for the optimal growth conditions.
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Nomenclature

b 5 dimensionless melt depth
B 5 magnetic flux density of the uniform, steady, axial mag-

netic field
b0 5 dimensionless initial melt depth
C 5 dimensionless concentration in the melt

Cs 5 dimensionless concentration in the crystal
D 5 diffusion coefficient for the dopant in the molten semi-

conductor
Ha 5 Hartmann number; square root of the characteristic ratio

of the electromagnetic body force to the viscous force
j 5 dimensionless electric current density

ks 5 segregation coefficient
N 5 interaction parameter; characteristic ratio of the electro-

magnetic body force to the inertial force
p 5 dimensionless pressure

Peg 5 species transport Pe´clet number; characteristic ratio of
the convection of species to the diffusion of species

r 5 dimensionless radial coordinate
r̂ 5 unit vector in the radial direction
R 5 crystal radius

Rm 5 magnetic Reynolds number
t 5 dimensionless time

Ug 5 constant velocity of the crystal-melt interface
v 5 dimensionless melt velocity

v r 5 dimensionless radial velocity of the melt
vz 5 dimensionless axial velocity of the melt
z 5 dimensionless radial coordinate
ẑ 5 unit vector in the axial direction
g 5 dimensionless radius of the crystal
z 5 dimensionless rescaled axial coordinate in the melt
û 5 unit vector in the azimuthal direction

mp 5 magnetic permeability of the melt
J 5 dimensionless axial coordinate in the crystal
p 5 3.14159 radians
r 5 density of the melt
s 5 electrical conductivity of the melt
f 5 dimensionless electric potential function
c 5 dimensionless streamfunction in the melt
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Micromachined Particle Filter
With Low Power Dissipation
Microfilters for collecting micron-size airborne biological agents are designed and fabri-
cated using a micro-electro-mechanical-system (MEMS) fabrication technology. The
thickness of the microfilter ranges from 1mm–3 mm, and the hole diameter from 5mm–12
mm. Iterations between experimental and numerical studies are carried out to attain
efficient microfilter designs with low pressure drop. Two orders of magnitude reduction of
viscous power consumption have been achieved. A design rule of the filter in a low
Reynolds-number range was first derived from numerical simulations. Highly accurate
measurements of the three-dimensional (3-D) geometry, side-wall profile, and diameter of
the micron-size holes are critical in validating and modifying the design rule. The effect of
the surface slip is found to be small in the tested Knudsen-number range.
@DOI: 10.1115/1.1399285#

Introduction
Filtering is a common method of collecting particles suspended

in air, and the MEMS fabrication technology enables us to make a
filter with micron-size openings to separate minute particles from
the air@1–5#. The filter is a thin membrane with perforations that
are smaller than the diameters of the targeted particles. The thick-
ness of the reported microfilters ranges from 1–3mm, and the
hole diameter from 10 nm–12mm. Kittilsland et al.@1# fabricated
a filter that consisted of two silicon membranes with holes. By
changing the membrane separation distance, they fabricated filters
for particles down to 50 nm~0.05mm!. van Rijn and Elwenspoek
@2# and van Rijn et al.@3# presented a microfilter, having a silicon
nitride membrane with uniformly sized pores. The deflection and
maximum load of the microfilter were investigated in their study.
Yang et al.@4# developed a robust MEMS-based filter that has a
micron-thick silicon-nitride membrane coated with Parylene, and
they showed that the fracture aerodynamic loading can reach 4 psi
~28 kPa! with the Parylene coating. Chu et al.@5# designed and
fabricated silicon micropore filters using a sacrificial oxide re-
moval technique. Their special design and fabrication technique
enabled them to control pore sizes in the tens of nanometers range
with the pore size uniformity within 10 percent. Tu et al.@6# pre-
sented a bulk-micromachined, direct-bonded silicon nanofilter that
can remove particles as small as 44 nm. By pressuring N2 at 20 psi
~138 kPa!, they achieved a flow rate as high as 1.8 l/min/cm2.

The interesting range of the particle size in this study is 5–15
mm. For detecting airborne biological agents, we need to be able
to detect the suspended bio-agents at very low concentrations. In
other words, a large amount of air needs to be filtered per unit
time. Fast flow through micron-size holes suffers high viscous
dissipation. Therefore, efficient designs of the microfilters become
critical for lowering the power requirement@7#. The power re-
quirement for the filter is the product of the pressure drop through
the microfilter and the volumetric flow rate. Therefore, in order to
reduce the power consumption, the pressure drop through the mi-
crofilter should be extensively studied and correctly predicted.

The empirical formulas for obtaining the pressure drop have
been previously established for the conventional screens or filters.
As an example, a formula for the pressure drop through two-layer
weaving screens was proposed by Wieghardt@8#, and Derbunov-
ich et al. @9# suggested a formula for perforated plates. It should
be noted that the Reynolds number of the flow through a micro-

filter ranges from 1–50. Here, the Reynolds number is defined as
Uind/bn, whereUin is the inlet velocity,d is the hole size,b is
the opening factor of the microfilter~area of holes/total area!, and
n is the kinematic viscosity of the air. The velocity passing
through the opening isUin /b. However, all the formulas, for the
conventional screens or filters were established for a much higher
Reynolds number (typically@50). Therefore, the pressure drop
predicted from the empirical formula established for the conven-
tional screen cannot be applied for estimating the pressure drop
through the microfilter@4#.

At a low Reynolds number range, the creeping flow solution
can be used to predict the pressure drop. The creeping flow for an
infinitely thin orifice was theoretically studied by Sampson@10#.
According to his study, the pressure drop through an orifice is
dependent upon the flow rate, the hole diameter, and the viscosity
of the fluid. Dagan et al.@11# obtained analytic solutions in the
case of an orifice with a finite thickness. They showed that a
simple approximate expression, obtained by assuming Poiseuille
flow through the orifice and Sampson’s solution outside, showed
good agreements with the exact solution. Tio and Sadhal@12#
carried out analytical studies of the Stokes flow through an infini-
tesimally thin plate with a periodic array of circular apertures. The
geometry as well as the Reynolds number of their study was
closer to that of the microfilter in the present case. However, the
effect of a finite thickness on the pressure drop was not shown in
their study.

Experimental study of the low Reynolds number flow through
micron-size hole can be found in Hasegawa et al.@13# and in
Yang et al.@4#. Hasegawa et al. carried out experimental and nu-
merical studies for the flow through very small orifices in water
flow. The diameter of their study ranged from 8.8mm to the order
of 1 mm. Yang et al.@4# showed, from both the measurement in
air flow and the two-dimensional numerical calculation, that the
pressure drop through the microfilter was very sensitive to the
opening factor.

In the paper by Yang et al.@4#, the measured data followed the
trend of the numerical formula, but the measured pressure drop
was observed to be much lower than that predicted by the Navier-
Stokes equation with a no-slip boundary condition at the wall. The
deviation could be partly attributed to the micro-fluidic phenom-
ena@14#. When the Knudsen number is high~@0.01!, the surface
slip should be taken into consideration@15–17#. Here, the Knud-
sen number is defined as the ratio between the mean free path of
the molecules and the length scale of the flow device~hole diam-
eter of the microfilter in the present study!. However, the Knudsen
number in the present experiment is not high enough to make the
difference between experimental and numerical data. The present
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authors believe that the geometry of the microfilter should be
precisely characterized prior to taking the micro-fluidic phenom-
ena into consideration.

The objective of the present study is to design and fabricate an
efficient microfilter with low pressure drop. In addition, we car-
ried out precise measurements of the geometry of the microfilter
and performed a three-dimensional numerical simulation in order
to accurately predict the viscous power dissipation in the collec-
tion process of micron-size particles.

Microfilter
Fabrication of the microfilter is based on the MEMS technol-

ogy. A detailed description of the fabrication process is shown in
Fig. 1 and Yang et al.@4#. Figure 2 shows the microfilter obtained
by the micromachining process. The fabricated microfilter is
10.9 mm310.9 mm and is composed of a filtering region and a
solid frame ~see Fig. 2~a!!. The filtering region, comprising an
array of micron-size holes, is an 8 mm38 mm membrane with a
thickness of 1–3mm. The frame region is a silicon wafer with a
thickness of 500mm. Depending on the mask used in the reactive
ion etching ~RIE! process, various hole shapes, such as circles
~Fig. 2~b!!, hexagons~Fig. 2~c!!, and rectangles~Fig. 2~d!!, are
perforated.

As shown in Fig. 3, the hole diameter~d!, the spacing between
the holes~s!, and the thickness~t! determine the geometry of the
microfilter. The opening factor~b! can be calculated from the hole
diameter, the spacing between the holes, and the hole shape. Nor-
mally, d ands can be determined from the mask in the RIE pro-
cess. However, in the case of the microfilter with Parylene coat-
ing, the hole diameter~d! should be measured after the coating is
applied.

Measurements of Pressure Drop
The pressure drop through the microfilter is measured in a small

wind tunnel designed and built for this purpose. The wind tunnel
consists of inlet section~bell-mouth and pre-filter!, settling cham-
ber, contraction, test section, diffuser, and suction fan@4#. The
total length of the wind tunnel is approximately 70 cm. The test
section is 30 cm long with a cross section of 8 mm38 mm. The
cross-sectional area of the test section is determined so that the
nonfiltering region of the microfilter will not be exposed to the
test section of the wind tunnel. A notch into which a microfilter
can be inserted is placed 15 cm downstream from the contraction.
At the inlet of the wind tunnel, a prefilter is inserted to prevent
dust from clogging the microfilter during the measurement.

The flow rate is determined by measuring the static pressure
both upstream and downstream from the contraction of the wind
tunnel. Solving both the continuity and the Bernoulli equations,
the volumetric flow rate~Q! can be calculated as

Fig. 1 Fabrication process for the membrane particle filters:
„a… membrane „SiN… deposition „LPCVD…, „b… KOH etching of Si
wafer, „c… Hole patterning „RIE…, „d… KOH etching of Si wafer,
and „e… Parylene C deposition

Fig. 2 Photographs of the fabricated microfilters: „a… photo-
graph of the entire microfilter, „b… filtering region with circular
holes, „c… filtering region with hexagonal holes, and „d… filtering
region with rectangular holes
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Q5U2A25A2A 2~P12P2!

r~12A2
2/A1

2!
, (1)

whereU is the average velocity across the cross section,A is the
area of the cross section,r is the density of air,P is the pressure,
and subscripts 1 and 2 represent, respectively, the location up-
stream and downstream from the contraction. The static pressure
upstream and downstream from the contraction is measured by
using a differential pressure transducer with a resolution of 0.01
Pa ~MKS Baratron!. The method of measuring the flow rate is
verified by comparing the flow rate determined from Eq.~1! with
that measured using a total pressure probe in the test section of the
wind tunnel. Therefore,U2 in Eq. ~1! are used as the inlet velocity
(Uin) throughout this paper. In order to measure the pressure drop
through the microfilter, pressure tappings are made both 10 mm
upstream and downstream from the microfilter. The pressure drop
is measured by using a manometer with a resolution of 1.5 Pa.

Figure 4 shows the measured pressure drop as a function of the
inlet velocity for various microfilters fabricated in the present in-
vestigation. Table 1 shows the microfilters that were fabricated
and tested in this study. It can be seen that by increasing the
opening factor from 9 percent to 45 percent, the pressure drop can
be reduced by order of magnitude, which will reduce viscous
power dissipation significantly.

Three-Dimensional Numerical Simulation
A 2-D numerical simulation of flow through micro openings

was performed in a study by Yang et al.@4#. It provided a correct
trend but not an accurate prediction of magnitude. We proceed to
carry out a 3-D numerical calculation with circular or hexagonal
holes. Figure 5 shows the computational domain and the boundary
conditions. As shown in Fig. 2 and Fig. 3, the microfilter com-
prises an array of small holes. Since in the case of the microfilters
with circular or hexagonal holes, the boundary between the holes
has a hexagonal shape~Fig. 3~a!!, the microfilter can be regarded
as a conglomeration of small hexagonal regions. Therefore, the
hexagonal domain with one hole as shown in Fig. 5~a! represents
the flow field around the microfilter. Yang et al.@4# simplified the
3-D calculation domain to an axisymmetric domain, as shown Fig.
5~b!. In the axisymmetric domain, the spacing between the holes
~s! was determined so that the opening factor~b! would be the

same as that in the 3-D domain. Figure 5~c! shows the computa-
tional domain near the hole in both cases~Fig. 5~a! and ~b!!.

Numerical calculations are carried out for both the 3-D and the
axisymmetric domains. For the numerical calculations, we assume
a laminar flow in a low Reynolds-number range. For the boundary
conditions, we use the no-slip boundary condition at the wall, a
symmetry boundary condition~d f /dn50, wheref is the arbitrary
variable andn is the normal vector! at the boundary between the
holes, and the uniform velocity far upstream and downstream of
the hole~Fig. 5~a! and~b!!. A Computational Fluid Dynamic Re-
search Corporation~CFDRC! software is used to perform
calculations.

We perform numerical calculations for various geometric fac-
tors ~b, d, and t! and inlet velocities (Uin) for both the 3-D and
the axisymmetric domains. The ranges of the parameters in the
calculation are as follows:

5 percent,b,45 percent

0.08,t/d,0.65,

1,Uind/bn,100.

The nondimensional pressure drop (K52DP/rUin
2 ) should de-

pend upon the aspect ratio (t/d), the opening factor~b!, the Rey-
nolds number~Re! and the shape of the hole~hexagonal or circu-
lar in this study!. Dagan et al.@11# suggested that the pressure
drop for the creeping flow through an orifice with a finite thick-
ness can be expressed as follows:

DP5
mQ1

~d/2!3 F16

p S t

dD13G . (2)

Fig. 3 Geometrical factors in the microfilter: „a… front and „b…
side views

Fig. 4 Measured pressure drop as a function of the inlet ve-
locity for various microfilters. Each line represents second-
order fitting curve. For dimensions of each microfilter, see
Table 1. „Uncertainties DPÄÁ2 percent, Uncertainties Uin
ÄÁ3.5 percent ….

Table 1 Microfilters shown in Figs. 4, 16, and 17
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Here, Q1 is the volumetric flow rate through one hole. Dagan
et al.’s formula is the case whenb→0. Tio and Sadhal@12# con-
sidered the creeping flow through a thin membrane with an array
of holes. Their solution can be described as

DP5
3mQ1

~d/2!3 @12 f ~b!#, (3)

where f (b)5 (
i 51

`
aib

(2i 11)/2 with a150.3389, a250.1031, a3

50.0558 anda450.0364 in the case of a hexagonal array of
circular holes. van Rijn and Elwenspoek@2# combined Eq.~2! and
Eq. ~3! and suggested that the creeping flow solution for the pres-
sure drop through a microfilter with a finite thickness can be ex-
pressed as follows:

DP5
3mQ1

~d/2!3 F 16

3p S t

dD11G@12 f ~b!#. (4)

In this study, we assume that the nondimensionalized formula
can be expressed as

K5
DP

~1/2!rUin
2 5b22F16

p

t

d
13GFC1

bn

Uind
1C2G . (5)

The constants,C1 and C2 , are determined so that all the calcu-
lated results are collapsed onto a single curve regardless of the
dimensions of the microfilters:

K5
DP

~1/2!rUin
2 5b22S 16

p

t

d
13D S 10.7

bn

Uind
10.27D . (6)

Confidence intervals for the determined constants~C1 andC2! in
Eq. ~6! are calculated based on the paper by Donaldson and
Schnabel@18#, and the 90 percent confidence interval of each
constant is shown in Table 2.

The formula is shown in Fig. 6 with some of the calculation
results. For comparison, the 2-D numerical formula proposed by
Yang et al.@4#,

K5
DP

~1/2!rUin
2 5b22S t

dD 0.28S 73.5
bn

Uind
11.7D , (7)

Dagan et al.’s solution, Eq.~2!, and the creeping flow solution for
the microfilter, Eq.~4!, in the case whenb520 percent andb
545 percent, are also shown in Fig. 6. The pressure drop pre-
dicted by the creeping flow solution decreases as the opening
factor increases. It is interesting to note that both 3-D~open sym-
bols and solid line! and axisymmetric~dashed line! calculations
collapse onto a single curve. Furthermore, it can be seen that
the effect of the hole shape~hexagonal or circular! is very small
~e.g., compare the circular symbols with the triangular symbols in
Fig. 6!.

Equation ~6! shows that the pressure drop coefficient varies
inversely as the second power of the opening factor~b!, while the
other factors~t/d and Reynolds number! affect the pressure drop
to the first power. Thus, increasing the opening factor is the most
effective way to reduce the power consumption. However, the
fracture strength decreases when the opening factor is increased.

Fig. 5 Calculation domain and boundary conditions for nu-
merically predicting the pressure drop through the microfilter:
„a… a 3-D domain, „b… a simplified axisymmetric domain †4‡, and
„c… a magnified region around the hole

Table 2 90 percent confidence intervals of the esti-
mated parameters in Eq. „6…

Fig. 6 A nondimensionalized formula obtained from numerical
calculations based on the calculation domain shown in Fig. 5.
Some of the calculated results are shown as symbols: sÀd
Ä12 mm, hexagonal, tÄ1 mm, bÄ45 percent, DÀdÄ12 mm,
circular, tÄ1 mm, bÄ45 percent, hÀdÄ7.8 mm, hexagonal, t
Ä3 mm, bÄ19 percent, xÀdÄ8 mm, circular, tÄ3 mm, b
Ä20 percent, LÀdÄ4.8 mm, circular, tÄ3 mm, bÄ7 percent.
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Since the Parylene coating substantially increases the strength@4#,
it is feasible to make a filter with a large opening factor.

Experimental Validation
Three filters with opening-factor ranging from 9 percent to 45

percent~Table 3! were chosen to validate and improve the empiri-
cal formula. All of the microfilters shown in Table 3 have an array
of either circular or hexagonal holes. Filters II and III are obtained
from the deposition of the Parylene C over the same base filter
~Filter I!. The spacing between the holes is 18mm for all three
microfilters. The experimental data were found not to fit the 2-D
simulation ~see Fig. 7!, which also had been observed by Yang
et al.@4#. There may be two reasons for the mismatch: the surface
slip in microflows and/or the measurements of the filter geometry.
We will investigate the effects of these two possibilities with the
3-D computational results.

Knudsen Number Effect. In the present case, the Knudsen
numbers of the three filters range from 0.0127–0.0057~Table 3!.
It is known that the no-slip boundary condition will not hold when
the Knudsen number reaches approximately 0.01. Maxwell sug-
gested that the zero wall velocity should be replaced by:

uw56
22a

a
Kn

du

d~y/d!
U

w

, (8)

wherea is the accommodation constant (0,a,1). Solutions for
rarefied gas flow in rectangular and circular cross-sections@16,17#
showed that empirical values fora lie between 0.9 to 1.0.

The slip boundary condition was applied in the 3-D code, and
its effect on the pressure drop is shown in Fig. 7. The slip bound-
ary condition reduces the pressure drop as expected, and the ex-
tent to which it does increases slightly with increasing Knudsen
number. However, even after the correction with the surface slip,
there are large discrepancies especially in the case of Parylene-
coated microfilters~Fig. 7~b! and~c!!, because the Knudsen num-
ber is not high enough to make the differences between the mea-
sured~Fig. 4! and the calculated pressure drop~Eq. ~6!!.

Measurements of the Filter Geometry. The viscous dissipa-
tion occurs as the flow passes through the micro opening. There-
fore, the accuracy of predicting the power dissipation depends on
a precise measurement of the hole geometry, which includes the
thickness of the filter, the diameter of the filtering hole, and the
profile of the hole passage.

The thickness of the microfilter can be measured by using an
alphastep and by taking a scanning-electron-microscopic~SEM!
picture of a microfilter after purposely breaking the filter~see Fig.
8!. The vertical resolution of the alphastep used in this investiga-
tion is 0.005mm, and the measured thickness of Filter III is 2.99
mm. In the measurement using the SEM picture, the thickness is
determined by comparing the SEM picture of the filter~Fig. 8~c!!
with that of 1mm-resolution grid as shown in Fig. 8~a!, and the
thickness of Filter III is found to be approximately 3.2mm in this
case.

The diameter of the hole is critical because it appears in all
three terms in the formula~Eq. ~6!!. The nominal diameter in the
three filters tested here varies from 5–12mm. Optical methods are
used in order to obtain high resolution. We used two different
instruments for this purpose: a SEM and a piezo-electrically
driven optical-interferometer-type surface profiler~WYKO sur-
face profiler!. An image of the filtering hole taken directly by the

SEM is shown in Fig. 9~a!. The hole diameter can be determined
by comparing the SEM picture of the microfilter with that of the
1-mm-thick resolution grid~Fig. 8~a!!.

Parylene coating is translucent, which could present a difficulty
when an optical method is used. In order to avoid this difficulty,
the microfilter is coated with 1000-Å gold. Then the surface is
profiled by a WYCO surface profiler, with a lateral resolution of
approximately 10 nm~0.01 mm!. The image taken by using the
WYKO surface profiler is shown in Fig. 9~b!.

Figure 9 shows that the holes are not truly round and are not
exactly the same size. We measured the ‘‘diameter’’ at eight cir-

Table 3 Dimensions of microfilters in Fig. 7, Fig. 11, Fig.
14, and Fig. 15

Fig. 7 Comparison of the measured and the calculated pres-
sure drop and the effect of slip boundary condition „aÄ1.0…:
„a… Filter I, „b… Filter II, and „c… Filter III. „Uncertainties DP
ÄÁ2 percent, Uncertainties UinÄÁ3.5 percent ….
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cumferential directions in one hole, and obtained the average
value. The diameters of 100 holes were measured in this way. The
distribution of the hole size can be expressed as a histogram
(P(d)) which is defined as

P~d!5
Nd

Ntotal
. (9)

Here,Ntotal is the total number of the holes measured, andNd is
the number of the holes whose size isd6Dd, where Dd/d
50.02. Figure 10 shows the distribution of the hole diameter for a
Parylene-coated microfilter~Filter III ! obtained from the WYKO
images. It can be seen that the diameter is not uniform over the
membrane. In this figure, the average diameter and the standard
deviation are, respectively, 5.4mm and 0.5mm.

The pressure drops of the microfilters with the measured diam-
eters as a function of the free steam velocity are shown in Fig. 11.
In order to know the sensitivity of the hole diameter in the pres-
sure drop prediction, the pressure drops with diameters of only
one standard deviation~0.5mm! smaller were calculated and plot-
ted ~dashed line in Fig. 11!. In these cases, the spacing between
the holes is kept constant~18 mm!. Even though the difference of

the hole diameter is only 0.5mm from the measured values, the
difference in the calculated pressure drops is very large. The dif-
ference increases as the hole diameter decreases, because the per-
centage of the uncertainty increases. When the spacing between
the holes is constant, the opening factor depends only on the hole
diameter, which makes the calculated pressure drop differ greatly
according to the hole size measurement. The sensitivity study
shows clearly that an accurate measurement of hole diameter is
very important in correctly predicting the pressure drop through
the microfilter.

Fig. 8 A SEM picture of „a… a 1-mm-thick resolution grid, „b… a
silicon nitride membrane, and „c… a Parylene coated membrane
for measuring the thickness of the microfilter and the side-wall
profile of the filtering hole

Fig. 9 Images taken for measuring the hole size of the micro-
filter: „a… a SEM picture of one hole and „b… an image of the
filtering holes from WYKO surface profiler

Fig. 10 Probability density function „PDF… of the hole diameter
obtained from the images using the WYKO surface profiler
„d avgÄ5.4 mm…
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It should be noted that in Fig. 11 there are still large discrepan-
cies between the measured and calculated pressure drops. The
side-wall profile is the next issue to be examined. Reactive ion
etching~RIE! is used to etch away the silicon nitride membrane to
make the filtering holes. The RIE process is normally used for
anisotropic etching, and ideally it would provide a straight side-
wall of the filter hole, as is being assumed in the numerical simu-
lation ~Fig. 5~c!!. Figure 8 shows SEM pictures of the cross sec-
tions of the microfilters, which are broken at the hole location.
Figures 8~b! and 8~c! show, respectively, the silicon nitride mem-
brane~Filter I! and the Parylene coated membrane~Filter II or
Filter III !. It can be seen that the side-wall profile of the hole is
not straight, which indicates that the side-wall profile shown in

Fig. 5~c! should be re-modeled. It has been reported that the side-
wall profile generated by the RIE process is not straight@19–21#.
May et al.@21# have studied the side-wall profile obtained by the
RIE process and showed that the internal profile depends on vari-
ous plasma parameters. In this study, the internal profile of the
hole is observed to be an elliptical shape, anda/b is found to be
0.5 @see Figs. 8~b! and 12#. Based on this consideration, we re-
construct a computational domain based on the side-wall profile
for the silicon nitride membrane, as shown in Fig. 13~a!. Figure
13~b! shows a computational grid of the side-wall profile, after the
Parylene C is conformally deposited on the surface of the silicon
nitride membrane.

The numerical results, which are shown in Fig. 14, indicate that
the side-wall profile of the filter hole has a strong effect on the
pressure drop. This effect becomes more important as the hole
size decreases. After the slip boundary condition is taken care of,
accurate pressure drops can be predicted with precisely modeled
hole diameters and side-wall profiles~Fig. 14!.

Fig. 11 Comparison of the calculated pressure drop with 0.5
mm error in the measurement of the hole diameter for „a… Filter
I, „b… Filter II, and „c… Filter III. „Uncertainties DPÄÁ2 percent.
Uncertainties UinÄÁ3.5 percent ….

Fig. 12 Side-wall profile of the filtering hole generated by the
RIE process „aÕbÄ0.5; dashed line is ideal case, solid line is
real case …

Fig. 13 Computational domain determined from the SEM pic-
ture shown in Fig. 8 for „a… a silicon nitride membrane and „b… a
Parylene coated membrane
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An Accurate Design Formula and Low Power Filter
Based on the issues discussed in the previous section, the de-

sign formula is rederived. Although it is still based on a 3-D
numerical simulation, the surface slip, the distribution of the ac-
curately measured hole diameters and the side-wall profiles are
considered. Calculations are carried out and nondimensionalized
so that all the nondimensionalized pressure drops will collapse
onto a single curve with respect to the Reynolds number. The
formula has the same functional dependence onb, t/d, and Re as
that in Eq.~6!, but the coefficients are smaller than those in Eq.
~6!, i.e.,

K5
DP

~1/2!rUin
2 5b22S 3.5

t

d
13D S 10.0

bn

Uind
10.22D . (10)

The formula is shown in Fig. 15 with the measured data for the
three kinds of filters given in Table 2. Confidence intervals for the
four constants~3.5, 3, 10.0, and 0.22! in Eq. ~10! are calculated
@18#, and the 90 percent confidence interval of each constant is
shown in Table 4. It can be seen that the design formula is in fairly
good agreement with the experimental data.

The power required for filtering a certain amount of flow rate
(Prequired) is plotted in Fig. 16 for the microfilters designed and
fabricated in the present investigation. The power requirements
vary widely. In designing a low-power microfilter, the particle size
~d! is a given requirement. Increasing the opening factor is the key
for achieving the low power requirement. With a given hole size,
the opening factor is determined by how much the spacing be-
tween the holes can be decreased and still have enough strength.
By using the Parylene coating with a thickness of a few microns,
Yang et al. @4# achieved a fracture strength of 4 psi~28 kPa!,
which is more than 10 times the dynamic head of the highest
operating speed~approximately 2 kPa! in the present experiment
~see Fig. 4!.

On the other hand, a microfilter with rectangular holes can pro-
vide a higher opening factor at a given targeted particle size. Fig-
ure 17 shows the power requirements for two filters with the same
particle threshold but with a different opening factor. In this fig-
ure, the opening factor of a filter with a rectangular hole is 39
percent. According to the fitting curve~solid line in Fig. 17!, the
power needed to filter 20 liter-per-min of air through a 1-cm2-area

Fig. 14 Comparison between the measured and the calculated
pressure drop after the side-wall profile is taken into consider-
ation for „a… Filter I, „b… Filter II, and „c… Filter III. „Uncertainties
DPÄÁ2 percent, Uncertainties UinÄÁ3.5 percent ….

Fig. 15 A nondimensionalized formula, which is established
based on the geometry shown in Fig. 13 and a comparison with
the measured pressure drop. „Uncertainties K b2Õ†3.5„t Õd …¿3‡
ÄÁ7.8 percent, Uncertainties Uin d ÕbnÄÁ3.9 percent ….

Table 4 90 percent confidence intervals of the esti-
mated parameters in Eq. „10…
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microfilter is only 0.03 W. A filter of the same particle threshold
but with only a 9 percent opening factor will require 1 W at the
same flow rate.

Conclusion
For filtering air through micron-size holes at large flow rate,

tens or hundreds of liter-per-minute, high-velocity shear is expe-
rienced. The viscous dissipation and, therefore, the power require-
ment can be extremely high. Numerical simulation is used for
deriving a formula for guiding the design of the microfilters. It-
erative modifications between experiments and numerical simula-
tion are essential for establishing a design rule. Extremely accu-
rate measurements of the diameter and the side-wall profile of the
hole are critical in modifying and reaching a design rule that can
provide accurate prediction in power dissipation. The power dis-
sipation is found to be a function of the opening factor, the ratio of
the filter thickness to the hole diameter, and the Reynolds number.
The power is inversely proportional to the second power of the
opening factor. Therefore, increasing the opening factor under the
structure strength limit is a key issue. By using a thin coating of
Parylene, the fracture strength can be significantly increased. Two
orders of magnitude decrease in the power dissipation has been
achieved between the first generation and the most recent micro-
filters fabricated for this investigation. The pressure drops in this
experiment are found to be sensitive to slight changes of boundary
condition, which suggests opportunities of developing a passive
control technique for reducing the pressure drop.

Acknowledgments
This work is supported by the DARPA MICROFLUMES pro-

gram managed by the Naval Ocean Systems Center~Contract
N66001-96-C-83632!. The authors would like to thank Dr. Fan-
Gang Tseng, Ms. Ellis Meng, and Mr. John D. Mai for their as-
sistance with the measurement of the hole diameter. Ms. Joan
George’s help in editing the manuscript is greatly appreciated.

Nomenclature

A 5 cross-sectional area
a 5 geometrical factor in side-wall profile of the filtering

hole
b 5 geometrical factor in side-wall profile of the filtering

hole

d 5 hole diameter of the microfilter or targeted particle
size ~particle threshold!

f 5 arbitrary variable or arbitrary function
K 5 pressure drop coefficient:DP/(1/2)rUin

2

Kn 5 Knudsen number:l/d
n 5 wall normal vector

Nd 5 the number of holes the size of which isd
Ntotal 5 the total number of holes whose sizes are measured

P 5 pressure or probability density function~PDF!
Prequired5 power requirement

Q 5 flow rate
Q1 5 flow rate through one hole
Re 5 Reynolds number:Uind/bn

s 5 spacing between the holes in a microfilter
t 5 thickness of the microfilter
u 5 velocity
U 5 average velocity across the cross section

Uh 5 velocity through the hole:Uin /b
Uin 5 inlet velocity
uw 5 velocity at the wall

y 5 wall normal direction
Dd 5 resolution in determining the PDF of the hole

diameter
DP 5 pressure drop

a 5 accommodation constant
b 5 opening factor of the microfilter~equals area of

holes/total area!
l 5 mean free path of the air
r 5 density of the air
n 5 kinematic viscosity of the air

Subscripts

1 5 upstream
2 5 downstream
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Correlations of Critical Froude
Number for Annular-Rimming
Flow in Rotating Heat Pipes
The behavior of flow within a rotating finite length cylinder has been investigated. For
low rotational speeds, the flow is characterized by a non-uniform thickness i.e., rimming
flow. Above a critical rotational speed, the flow transitions to annular flow. Correlations
developed from the experimental data are presented for the three regimes: onset of annu-
lar flow, complete annular flow, and collapse of annular flow. The correlation for the
collapse of annular flow compared well with a previously presented, theoretically devel-
oped correlation. Given that the heat transfer characteristics of rotating heat pipes de-
pend upon the film thickness of the fluid charge, the correlations presented here will be
valuable in determining regular operating conditions.@DOI: 10.1115/1.1411967#

1 Introduction
As in a stationary heat pipe, a rotating heat pipe~RHP! consists

of a hollow cylinder. This hollow cylinder may be conceptually
divided into three characteristic regions: the evaporator, the adia-
batic, and the condenser. In the evaporator region, heat is trans-
ferred from the surroundings to the RHP. The fluid in the evapo-
rator region is transformed from a liquid to a vapor via the
exchange of latent energy. The resulting vapor generation creates
an area of higher pressure in the evaporator region of the RHP.
This pressure differential is the mechanism by which the vapor
flows from the evaporator region through the adiabatic region to
the condenser region. The principal phenomenon in the adiabatic
region is the counter-flow transport of the liquid and vapor. In the
condenser region, energy is removed from the RHP and is trans-
ferred to the surroundings. This results in condensation of the
vapor. A small internal taper, along with the rotation of the RHP,
produces the centrifugal forces that pumps the condensate back to
the evaporator region. A RHP is able to dissipate relatively large
heat fluxes at a relatively constant temperature due to the thermo-
dynamic nature of the phase change process.

Gray@1# was the first to propose a rotating heat pipe as a means
of transporting large amounts of energy. In Daniels and Al-
Jumaily@2#, an experimental and theoretical investigation of RHP
performance was presented. To theoretically predict the behavior
in the condenser region, a modified ‘‘Nusselt-type’’ analysis was
employed. Unlike previous investigations, consideration of drag
on the film-wise condensate by the counter-flowing vapor was
included. Drag forces at the liquid-vapor interface were obtained
by assuming a friction factor relation. The experimental investi-
gation recorded temperature distributions and heat transfer rates
for various speeds and operating conditions. The rate of heat
transfer and the temperature distributions across the RHP were
found to be directly related to the size of the operating charge
~mass of fluid in the heat pipe!. The authors observed that the size
of the charge is directly proportional to the thickness of the con-
densate film, e.g., to the film heat transfer resistance. The authors
also noted that while there was a theoretically optimal charge size,
the charge size should be of sufficient mass to avoid burnout after
critical heat flux is reached.

For smaller diameter heat pipes a simple friction factor assump-
tion may not be valid. Faghri et al.@3# developed a more accurate
estimate of shear stress and vapor velocity profiles by modeling
only the vapor phase of the fluid within a small diameter RHP.
Their model, unlike previous investigations, considered the vapor
flow over the entire heat pipe as a single domain instead of mod-
eling each of the RHP regions separately. The incompressible
Navier-Stokes equations were solved using the finite difference
method. Constant properties were assumed throughout the vapor
field. Evaporation and condensation of the fluid were modeled by
specifying blowing and suction velocities in the evaporator and
condenser regions, respectively. In this investigation, it was found
that centrifugal forces resulted in a movement of the maximum
velocity ~at a given location along the centerline! away from the
centerline. At higher rotational speeds the flow was observed to
reverse at the centerline. The flow reversal became more promi-
nent at increasing speeds and was expected to eventually envelope
the evaporator region. As a result of the above phenomenon, radial
velocity was positive in the evaporator region and negative in the
condenser region. Axial velocity was nearly linear across the ra-
dius but was affected by the blowing and suction sections of the
heat pipe. The predicted friction factor was significantly affected
by rotation at low Reynolds numbers because phenomena in the
condenser section were said to propagate upstream. Predicted wall
shear stresses increased with rotational speed and were more sub-
stantial in the condensation section than the evaporator section.

A further improvement to the above mentioned model was pre-
sented in Harley and Faghri@4#. Here a numerical simulation of
the vapor phase, similar to that used by Faghri et al.@3#, was
coupled with the Nusselt type analysis of Daniels and Al-Jumaily
@2#. This allowed for both the vapor pressure drop and the in-
creased interfacial shear stress that resulted from the counter-
flowing vapor and liquid to be included in the analysis. The cou-
pling of heat conduction in the pipe wall was also included in the
investigation although a fixed heat flux was defined at the outer
wall interface. Results from the computational model were com-
pared to experimental data presented in Daniels and Al-Jumaily
@2#. As in the previous model, a reversal of the vapor core was
observed along the length of the RHP. Evaporative blowing was
observed to counteract centrifugal forces and therefore reduced
the extent of flow reversal. The reversal of the flow in the vapor
core was observed to increase in the adiabatic and condenser sec-
tions. Throughout the time-dependent analysis, the vapor core was
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nearly isothermal and exhibited only a small axial pressure drop.
The appearance of rotational effects in the vapor lagged behind
the initial application of rotation and resulted in a nonlinear radial
variation of the axial velocity. The nonlinear nature of the axial
vapor velocity increased as the flow moved from the evaporator to
the condenser section. This indicated that the RHP did not exhibit
the solid body rotation that had been assumed in previous studies.
The study also concluded that a nonzero axial flow velocity ex-
isted at the liquid-vapor interface. This nonzero flow condition
resulted in a higher liquid-vapor interfacial shear stress compared
to previously reported values.

Several experimental investigations have been undertaken with
the aim of determining if it is feasible to use RHPs in high-speed
turbomachinery applications@5–11#. Low speed testing of RHPs
designed for high speed applications indicate that increased rota-
tional speeds lead to increased heat transport and decreased pipe
temperature variations@12#. However, RHP performance has been
observed to be relatively sensitive to the external method of cool-
ing the condenser region. In a similar study, Ponnappan et al.@13#
investigated the impact of different working fluids~and therefore
different thermophysical properties! on high-speed RHP perfor-
mance. Using water and methanol as the working fluids, it was
determined that substances with higher heat capacities increased
the overall heat transfer capacity of a RHP. It was also determined
that RHPs with a fixed heat flux input to the evaporator region
produced higher heat transfer capacities for higher rotational
speeds, regardless of the fluid used. One notable point of interest
from an implementation point of view was the formation of a
non-condensable gas within the RHP when water was used in a
stainless steel RHP. During operation of the RHP, the noncondens-
able gas was observed to migrate to the condenser region of the
RHP. This effectively ‘‘shut down’’ part of the working area of the
condenser, limiting heat pipe performance. When a noncondens-
able gas was not present, a nearly isothermal wall condition was
observed for the optimal operating conditions.

The above investigations have assumed that, for a specified
position along the length of the rotating heat pipe, the thickness of
the liquid layer is constant in the radial direction. During start-up
conditions, or operating conditions below a certain critical rota-
tional speed, this is not the case. Rimming flow may be defined as
the existence of a nonuniform radial film thickness in a rotating
device due to the interaction of wall shear stress, centrifugal force,
and gravity. Figure 1 gives a schematic representation of rimming
flow and the transition to annular flow above a certain critical
rotational speed. Note that while the figure shows rimming flow
wetting the entire perimeter of the cylinder, during the experi-
ments this was not always the case. After the collapse of annular
flow, the degree to which the fluid wetted the perimeter of the
rotating cylinder depended upon the rotational speed of the cylin-
der. This fact has definite implications with regard to the perfor-
mance of rotating heat pipes during actual operating conditions.

Ruschak and Scriven@14# theoretically investigated rimming
flow behavior for three limiting cases: acceleration due to gravity
approaching zero, cylinder rotational speed approaching infinity,
and cylinder radius approaching infinity. Under the assumptions
of steady, two-dimensional, viscous flow with a free surface, the
theoretical solutions predicted that the maximum film thickness
was insensitive to the fluid loading. The authors also noted that all
the limiting cases led to solid body rotation but through different
mechanisms.

Lin and Groll @15# investigated the conditions that lead to the
collapse of annular flow in a rotating heat pipe. A perturbation
analysis was used to theoretically predict the critical Froude num-
ber for collapse of annular flow. From the theoretical model, the
critical Froude number was found to be

Fr5
3

~12D !2 (1)

which is a modified version of the criterion presented in Phillips

@16#. The modification introduced in Eq.~1! was to account for the
experimentally observed, three-dimensional variation of the film
thickness in the axial direction near critical conditions. For a load-
ing of D,0.06, the above criterion accurately predicted the col-
lapse of annular flow. For a loading ofD.0.1 the theoretical
prediction underestimated the experimentally observed critical
Froude number. The fact that the two-dimensional theoretical
analysis did not account for the experimentally observed appear-
ance of axial waves~for large values of the loading parameter!
was used to explain this discrepancy.

Rotating heat pipes have been proposed as a means of thermal
management for next generation turbo-machinery applications.
Heat transfer characteristics for rotating heat pipes are directly
related to the liquid film thickness. Predicting the transition from
rimming flow to annular flow, and the conditions for the collapse
of annular flow, is therefore critical to predicting performance
characteristics of such devices. Since the principles involved in
the onset and collapse of annular flow in a rotating heat pipe are
the same as those for a cylinder without taper, this effort has
focused upon critical behavior in a hollow cylinder filled with a
specified charge of water. For the data presented in this paper,
there was no heating or cooling of the cylinder. This investigation
has focused only on the hydrodynamic interaction as a means of
explaining the discrepancies between previously reported theoret-
ical models and experimental rotating heat pipe data. In Section 2,
the experimental apparatus and the procedure used to determine
critical Froude numbers are presented. An analysis of the mea-
surement uncertainty and the experimental error is given in Sec-
tion 3. Results and experimentally determined correlations for
conditions corresponding to: the onset of annular flow, complete
annular flow throughout the cylinder, and the collapse of annular
flow are presented and discussed in Section 4. Closing remarks
and conclusions as to the stability characteristics of flow in a
rotating cylinder are stated in Section 5.

Fig. 1 A schematic representation of „a… annular flow and „b…
rimming flow with V2ËVcËV1
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2 Experimental Apparatus and Procedure
A schematic diagram of the experimental test cell is presented

in Fig. 2. A 35 mm single reflex camera was used to photograph
the behavior of the fluid in the clear acrylic cylinder. The dimen-
sions of the different acrylic cylinders used in this investigation
are listed in Table 1. Water was used as the working fluid for all
the experiments and the charge corresponding to each cylinder is
also shown in Table 1. Water was used as the charging fluid since
it has been used as the working fluid for previous rotating heat
pipe research and has been used in actual heat pipes. In the
present investigation, other fluids were not considered because
previous research indicates that the Froude number is the appro-
priate dimensionless parameter and thus thermophysical proper-
ties such as viscosity, surface tension, etc. are not as critical. Once
the corresponding liquid charge was placed in the cylinder, the
cylinder was permanently sealed by gluing an acrylic disk on the
end of the cylinder. The cylinder rested on 4 roller bearings and
was held in place as a results of the position of the shaft/pulley/
bearing system. A variable speed motor, connected to the cylinder
via the shaft/pulley/bearing system, was used to control the rota-
tional speed of the cylinder. An optical tachometer was used to
determine the rotational speed of the cylinder.

The following procedure was used to obtain the critical values
of the rotational speed corresponding to the onset of annular flow,
complete annular flow, and collapse of annular flow. Once a re-
spective cylinder was fixed in place, a test run was made to de-
termine the order of magnitude for each of the conditions of in-
terest. Once this was accomplished, the cylinder was brought to

rest. When the motion of the fluid subsided from this initial run,
the rotational speed of the cylinder was slowly increased and sev-
eral photographs of rimming flow at several rotational speeds
were taken. The rotational speed was then slowly increased until
annular flow was initially observed. Again, a photograph was
taken at the point of the initial onset of annular flow and the
rotational speed corresponding to this point was recorded. At this
point it should be noted that annular flow always occurred near
the end of the cylinder with rimming flow in the middle of the
cylinder. The rotational speed of the cylinder was again increased
until annular flow was observed throughout the cylinder. This ro-
tational speed, corresponding to complete annular flow, was re-
corded. At this time, the rotational speed of the cylinder was de-
creased until annular flow collapsed and once again rimming flow
was observed. After each cylinder was tested, it was removed and
another cylinder was tested. This procedure continued until each
cylinder was tested at which time a new series of tests were
conducted.

3 Uncertainty and Error Analysis
Twenty tests were conducted on each cylinder and for each of

these tests the rotational speed corresponding to the onset of an-
nular flow, complete annular flow, and the collapse of annular
flow was recorded. The maximum and minimum standard devia-
tions for each of these cases is presented in Table 2. As one can
see from Table 2, the maximum standard deviation for all the
cases was less than one percent of the average values. From this,
we conclude that the repeatability of the experimental data was
acceptable.

A simple measurement uncertainty analysis@17# was conducted
on the data to determine the accuracy of the Froude number, Fr,
and the loading parameter,D. The uncertainty in the measurement
of the cylinder length and inner radius was60.794 mm. The
uncertainty in the angular speed was60.5 rpm. The uncertainty in
the volume of the fluid charge was65 mL. The uncertainty in the
total volume of the cylinder was calculated and was found to be:
6116 mL (R53.8 cm cylinder!, 676 mL (R52.5 cm cylinder!,
and637 mL (R51.2 cm cylinder!. The uncertainty in the Froude
number and the loading parameter is shown relative to the experi-
mental data in Figs. 3, 4, and 5. The measurement uncertainty in
the Froude number ranged from approximately 2.1 percent to 6.6
percent of the calculated values while the measurement uncer-
tainty in the loading parameter ranged from 4.2 percent to 14.8
percent of the calculated value.

4 Results and Discussion
At the onset of annular flow, the fluid would transition from

annular flow at the ends of the rotating cylinder to rimming flow
in a region occupying the center of the cylinder. As the rotational
speed increased, this region of rimming flow would decrease until
annular flow was observed throughout the rotating cylinder. The
transition from the onset of annular flow to complete annular flow
occurred in a range of about 100–500 rpm depending upon the
cylinder diameter. Once annular flow was established, the well-
known hysteresis associated with the collapse of annular flow was
observed. Unlike the onset of annular flow, which occurred at the

Fig. 2 A schematic diagram of the experimental test cell

Table 1 Cylinder dimensions and fluid loading

Table 2 Standard deviation of observed behavior
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ends of the cylinder and expanded in an axial direction toward the
middle of the cylinder, the collapse of annular flow occurred si-
multaneously throughout the cylinder. For the larger values of the
loading parameter, the collapse of annular flow typically occurred
at an rpm value that was an order of magnitude less than the rpm
value corresponding to the initial observance of complete annular

flow in the cylinder. Actual rotating heat pipes have rotational
speeds on the order of 200 rpm to 1200 rpm with high-speed
rotating heat pipes reaching as high as 30,000 rpm. For the data
presented here, the range of rotational speeds was on the order of
300 rpm to 2500 rpm. From this it can be concluded that the
rotational speeds investigated in this effort are well within the
range for typical rotating heat pipes and would be in the startup
range for high-speed rotating heat pipes.

In Fig. 3, experimentally observed Froude numbers correspond-
ing to the onset of annular flow as a function of the loading pa-
rameter are presented. A correlation for the onset of annular flow
is also plotted on Fig. 3. This correlation is of the form

Fr5C1~12D !C2 (2)

where the coefficients associated with the onset of annular flow
are given in Table 3. In Eq.~2! the Froude number is defined as

Fr5
V2R

g
(3)

where the orientation of the gravitational acceleration relative to
the rotating cylinder is identified in Fig. 1. The form of the cor-
relation was chosen to be of the same functional form as that
developed in Lin and Groll@15#. Similar plots for conditions cor-
responding to annular flow throughout the cylinder and to the
collapse of annular flow are presented in Fig. 4 and Fig. 5, respec-
tively. Coefficients for the correlations predicting the existence of
annular flow throughout the cylinder and the collapse of annular
flow are also presented in Table 3. Note that a plot of Eq.~1! is
presented in Fig. 3 to allow for comparison between the experi-
mental correlation developed during this investigation and the the-
oretical prediction of Lin and Groll@15# for the collapse of annu-
lar flow. Table 3 also provides a listing of the coefficients of
determination for the corresponding experimentally determined
correlations.

As can be seen from Fig. 5, the experimental data and the
experimentally determined correlation compared favorably with
the theoretically developed correlation presented in Lin and Groll
@15#. Note that in Lin and Groll@15# the theoretical expression
under-predicted the experimentally observed collapse of annular
flow for values of the loading parameter greater than 0.05. This
discrepancy was attributed to the existence of axial periodicity in
the liquid interface. This discrepancy occurred despite the fact that
the theoretical model of Lin and Groll@15# was a modification of
a previous two-dimensional model. Their modification was in-
tended to account for the three-dimensional variations and gave a
value ofC252 in Eq. ~2!. It should also be noted that the experi-
mental data presented here was produced without heating the cyl-
inder while the experimental data in Lin and Groll@15# was pro-
duced using an actual glass heat pipe. The theoretical model of
Lin and Groll @15# was based upon a purely hydrodynamic analy-
sis and thus one would expect that their theoretical model would
be more appropriate for the results presented here as compared to
results from an actual heat pipe. As can be seen from Table 3, the
coefficients of the experimental correlation developed in this in-
vestigation are almost exactly those predicted by Lin and Groll
@15# i.e., the coefficient associated with Eq.~1!.

Fig. 4 A plot of critical Froude number for annular flow
throughout cylinder

Fig. 5 A plot of critical Froude number for collapse of annular
flow

Fig. 3 A plot of critical Froude number for onset of annular
flow

Table 3 Coefficients and correlation coefficient for Eq. „2…
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From the plots of the experimental data, one can see that the
experimental data does follow the functional relationship given by
Eq. ~2! considerably well. The variability in the experimental data
could be the results of the increased uncertainty in the values of
the loading parameter for larger values of the loading parameter.
The variability in the experimental data for larger loading param-
eters is responsible for the relatively low values of the coefficient
of determination shown in Table 3. Note from the correlations that
annular flow throughout the cylinder should occur for a Froude
number of about twice that corresponding to the onset of annular
flow, for a given loading parameter. Also note that, as implied
above, once annular flow has been fully established the Froude
number can be decreased nearly an order of magnitude before the
collapse of annular flow will occur, for a given loading parameter.

5 Concluding Remarks
Results of an experimental investigation examining the stability

of flow in a rotating cylinder have been presented. Experimental
correlations, in terms of the Froude number and the loading pa-
rameter, have been developed to predict the onset of annular flow,
the existence of annular flow throughout a finite length cylinder,
and the collapse of annular flow. The correlation for the collapse
of annular flow compares well with a previously presented theo-
retical correlation. Curve fits of the experimental data indicate that
critical behavior associated with flow in a rotating cylinder fol-
lows the functional form of the above-mentioned theoretical cor-
relation. Given the observed behavior at the onset of annular flow,
additional investigation into the impact of the ‘‘tube radius to
length’’ seems warranted. The flows examined here have direct
application to rotating heat pipes. The experimentally determined
correlations may provide valuable information regarding accept-
able operating conditions. Care should be exercised, however, as
previously presented data indicates that models developed using a
purely hydrodynamic analysis may significantly under-predict be-
havior involving energy transfer as well.
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Nomenclature

C 5 coefficients of experimental correlations
D 5 fluid loading parameter,D5Vf /V
Fr 5 Froude number, Fr5V2R/g
g 5 acceleration due to gravity
L 5 length of cylinder

R2 5 coefficient of determination
RHP 5 rotating heat pipe

Ro 5 inner radius
rpm 5 revolutions per minute

V 5 volume of the cylinder
Vf 5 volume of the fluid charge
s 5 standard deviation
V 5 angular velocity

Subscripts

c 5 critical
f 5 fluid

max 5 maximum
min 5 minimum
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Modified General Equation for the
Design of Capillary Tubes
In order to improve the design efficiency of capillary tubes, capillary tube models have
been developed. Yilmaz and U¨ nal presented a general approximate analytic equation for
the design of adiabatic capillary tubes. In this work, the Yilmaz-U¨ nal equation was ana-
lyzed in detail and some problems were found. Consequently, a modified general equation
was developed and verified by theoretical and experimental data.
@DOI: 10.1115/1.1411970#

1 Introduction
The capillary tube is widely used as a throttling device in the

small vapor refrigeration equipment such as household refrigera-
tors and freezers, dehumidifiers, and room air conditioners. It is
simple, reliable, and inexpensive. In addition, the pressure-
equalizing characteristic of a capillary tube makes a low starting
torque of compressor. Most used diameters of capillary tubes are
between 0.6 and 2.0 mm, and most used lengths are between 0.5
and 5 m.

A number of research works have been carried out since 1940
on capillary tubes both in theory and experiment@1#. Especially in
the past ten years or so, the capillary characteristics have been
widely studied with new alternative refrigerants. Because the se-
lection of the proper diameter and length of a capillary tube for a
given application is largely a trial-and-error process, computer
models have been developed in several ways.

The most established model of capillary tubes is distributed-
parameter model. Many researchers such as Kuehl and Gold-
schmidt @2#, Li et al. @3#, Escanes et al.@4#, Bittle and Pate@5#,
Chung@6#, Sami and Tribes@7#, and Jung et al.@8# developed this
kind of capillary model and gave acceptable prediction accuracy
against experimental data. Because of the general mechanism in
modeling, the distributed-parameter model is suitable for perfor-
mance prediction of new working fluids flowing through capillary
tubes. However, the computation of the distributed-parameter
model is time-consuming, especially in the case of refrigeration
system simulation and optimization. In addition, the program skill
of the model is somewhat difficult for most engineers.

Empirical correlations are used for simple prediction in engi-
neering applications. This kind of model is obtained by the multi-
variable regression method. In recent years, Bansal and Rupas-
inghe@9#, Bittle et al.@10#, Chen et al.@11#, Melo et al.@12#, and
Jung et al.@8# presented several dimensional or dimensionless
empirical correlations. These correlations are simple and wieldy.
Their accuracy is acceptable in the range of regression. However,
if the calculating conditions are out of the regressive range, the
error of calculating results cannot be forecasted. Furthermore, the
coefficients of correlations are not all the same for different re-
frigerants. Thus, for new refrigerant, the existing correlations can-
not be used for prediction without verification. Generally speak-
ing, coefficients of the selected correlations need be rebuilt on the
basis of experimental data or results calculated by some advanced
distributed-parameter model.

Differing from the two above models, Yilmaz and U¨ nal @13#
first presented an approximate analytic equation for the design of
capillary tubes. Because the general equation is an integral result
of the basic governing equations, a few simple steps in calculation
are needed. It can be used both in theoretical analysis and in

engineering calculation. However, some problems were found in
our work with the equation. In this paper, problems in the Yilmaz-
Ünal equation are analyzed and the modified equation is given.

2 Analysis on the Yilmaz-Ünal Equation
To set up the fundamental model of refrigerant flowing through

an adiabatic capillary tube, several assumptions are applied.

• One-dimensional homogeneous flow assumption is generally
adopted because of the very high flow velocity in such small tube
diameters.

• The gravity effect and the entrance pressure loss are negli-
gible owing to their slight influence under most operating condi-
tions and incomplete information for evaluation.

• The metastable flow is not considered. One reason is that this
work focuses on solving the numerical problems found in Yilmaz
and Ünal’s work. In order to compare the method presented in our
work with that by Yilmaz-Ünal under the same conditions, it had
better omit metastable flow as done by Yilmaz and U¨ nal. Another
reason is the error resulting from this assumption can be accepted
in engineering. Bittle and Pate@5# found that omitting metastable
flow would underpredict the mass flow rate less than 6 percent
while Kuehl and Goldschmidt@2# found the assumption would
result in the length error up to 25 percent or so. According to our
calculation, 25 percent length error corresponds to about 9 percent
mass flow rate error under typical conditions.

Consequently, the governing equations are as follows:

2dp5G2dn1
f

2d
G2ndL (1)

dS h1
1

2
G2n2D

dL
50 (2)

Here, arep the pressure,n the specific volume,h the specific
enthalpy,G the mass flux,f the friction factor,d the inner diam-
eter,L the length of the capillary tube.

Yilmaz and Ünal @13# assumed that the process in capillary tube
is isenthalpic. In other words, Eq.~2! can be reduced as

dh

dL
50 (3)

To solve the differential Eq.~1! in two-phase region, Yilmaz
and Ünal combined the equation

n5n l1
hr2hl

r
~nv2n l ! (4)

with the Clausius-Clapeyron equation,

ln
p

pr
5

r

R S 1

Tr
2

1

TD (5)
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and obtained a simple approximate function betweenn andp.

n* 511ka~1/p* 21! (6)

where,p* 5p/pr , n* 5n/n r , r andR are the evaporation latent
heat and the gas constant, respectively. The slope of Eq.~6!, ka is
a dimensionless parameter. In the subscripts,l and n denote the
saturated liquid and saturated vapor, respectively, andr means the
reference point. In the opinion of Yilmaz and U¨ nal, the reference
point is the crossing point of the isenthalpic line and the saturated
liquid line in the pressure-enthalpy diagram.

To obtain the dimensionless parameterka , Yilmaz and Ünal
@13# calculated numerically for different refrigerants and gave a
relation as follows:

ka52.623105/pr
0.75 (7)

Equation~7! is not dimensionless. Yilmaz and U¨ nal @13# had tried
to obtain a dimensionless expression, but the accuracy got worse.

Substituting Eq.~7! into Eq. ~1! and taking integral, one can
obtain the equation developed by Yilmaz and U¨ nal @13# as fol-
lows:

L* 5 lnS p*

ka1~12ka!p* D2
1

kb~12ka! H p* 212
ka

12ka
ln@ka

1~12ka!p* #J (8)

where,

kb5n rG
2/pr (9)

L* 5
f L

2d
(10)

In the process of integral, the friction factorf is considered as
constant and related to the average dynamic viscosity of two-
phase region. One relation built by numerical method calculates
the average dynamic viscosity.

Summing up the work of Yilmaz and U¨ nal @13#, one can con-
clude that the key of the work is Eq.~6!, the simple approximate
function betweenn andp in two-phase region. We test the equa-
tion with different refrigerants and find good linearity betweenn*
and 1/p* under the commonly encountered conditions. The corre-
lation coefficient is larger than 0.99. Because of the good degree
of approximation, we continue to use this equation in the work.

When we use the Yilmaz-U¨ nal equation in deeper calculation,
however, we are restricted by some potential problems in the
equation.

First, the dimensionless parameterka is calculated by a dimen-
sional empirical correlation~7!. It is somewhat unreasonable. Fur-
thermore, to obtain accurate empirical correlation needs numerous
trial-and-error calculations, but validity of the correlation is lim-
ited by the range and accuracy of the regressive data. Strictly
speaking, it cannot be extrapolated beyond the range of regressive
data.

Second, Yilmaz and U¨ nal @13# defined the reference point of
Eq. ~6! as the crossing point of the isenthalpic line and the satu-
rated liquid line in the pressure-enthalpy diagram. However, when
the quality inlet condition occurs, as shown in Fig. 1, one cannot
directly calculate the capillary tube lengthL12 with Eq. ~8! be-
cause the reference point does not exist within the actual throttling
process. For this case, the method used by Yilmaz and U¨ nal @13#
was calculating the lengthL32 and L31, respectively~point 3 as
the reference point! and thenL125L322L31. Besides the increase
of calculation quantity and error, this method has severe hidden
trouble in theory. Due to the nonlinearity in two-phase flow, the
capillary tube length cannot be simply added or subtracted. It
could lead to abnormal fault in calculation.

To understand the problem clearly, one can consider the follow-
ing special case. When the inlet state is (p3 ,h3), if the choked
pressurepch at capillary tube exit is higher than the pressurep1 ,

then the flow in the capillary tube is choked whetherp1 or p2 is
the evaporating pressure, in other words, the evaporating pressure
lower thanpch does not influence on the capillary tube flow. Thus
L325L31, namely,L1250. Calculation fails. Because Yilmaz and
Ünal did not consider the choked flow in capillary tubes, an ab-
normal resultL32,L31, namely,L12,0 will occur under the same
condition, so calculation fails also. If the choked pressurepch is
betweenp1 and p2 , the abnormal resultL12,0 also possibly
occurs without taking the choked flow into account. Only if the
choked pressurepch is lower thanp2 , in other words, the choked
flow does not occur in capillary tubes, the abnormal faults in
calculation could be completely avoided.

Third, as mentioned above, Yilmaz and U¨ nal @13# did not con-
sider the choked flow in capillary tubes. In fact, the choked flow
in capillary tube is most encountered in practical refrigeration
application. Consequently, to warrant the physical facticity of cal-
culated results and avoid the above abnormal faults in calculation,
the choked flow needs to be considered.

All in all, Yilmaz and Ünal @13# presented a successful approxi-
mate relationship, Eq.~6! betweenn andp in two-phase region. It
gives a simple integral approach to the differential equation~1!.
However, some details are not considered deeply. In this work, the
modification is discussed and a modified result is given.

3 Modification of the Yilmaz-Ünal Equation
First, to reasonably deal with the quality inlet condition as

shown in Fig. 1, the location of the reference point should be
reset. According to the above analysis, the proper reference point
should be located on the actual process line. By comparison, the
inception point of two-phase region is a good choice, because two
kinds of reference points will overlap each other under the sub-
cooled inlet condition and Eq.~6! will be still valid. When the
refrigerant enters the capillary tube under the quality inlet condi-
tion, as shown in Fig. 1, the new reference point is point 1, but the
old reference point is point 3. Is Eq.~6! still applicable to this
case? We simply prove it as follows.

As shown in Fig. 1, according to the definition by Yilmaz and
Ünal, Eq. ~6! is valid between the points 3-1 and between the
points 3-2.pr5p3 , n r5n3 . Especially, for point 1, we have

n1* 511ka~1/p1* 21! (11)

Substituting Eq.~11! into Eq.~6!, we obtain one similar to Eq.~6!

n* 511ka8~1/p* 21! (12)

where new reference point is used.pr5p1 , n r5n1 , and

ka85
ka /p1*

11ka~1/p1* 21!
(13)

As one part of line 3-2, the pressure and specific volume on the
line 1-2 fit in with Eq.~12!. Therefore, if we define the inception
point 1 of two-phase region as the new reference point, Eq.~12! is

Fig. 1 Schematic of throttling process
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effective whether liquid or quality inlet conditions are encoun-
tered. In addition to the reference point, the difference between
Eq. ~12! and Eq.~6! is the slope. The relationship betweenka and
ka8 is described by Eq.~13!.

To get a general relation of the slopeka8 , we do not try to find
an accurate dimensionless correlation, but use a simple approach
as follows. As for the linear equation~12!, its slopeka8 can be
determined by any two points on the line. Besides the inception
point 1 of two-phase region, only one point is needed. Obviously,
the simplest choice is the end point 2 of two-phase region. As a
result,

ka85~n2* 21!/~1/p2* 21! (14)

wheren2* is dependent onp2* and the inlet enthalpy because of the
isenthalpic assumption.

Although the empirical correlation may be of good accuracy in
the regressive range, the regressive range also restricts its use and
the regression needs numerous trial-and-error calculations. On the
contrary, Eq.~14! can be used without restrictions. To get better
accuracy in calculation ofka8 , we use a mid-point formula similar
to that in numerical integral or differential. Let

ka85~nm* 21!/~1/pm* 21! (15)

where

pm* 5~11p2* !/2 (16)

nm* is the specific volume relevant topm* . It can be determined by
pm* and the inlet enthalpy in an isenthalpic process.

Substituting Eq.~12! into Eq. ~1! and taking integral, one can
obtain the same result as Eq.~8! exceptka . ka is replaced byka8 .

Finally, to warrant the physical facticity of calculated results,
the choked flow in a capillary tube is considered. If the choked
flow is considered, then when the evaporating pressure falls lower
than the choked pressure, the mass flux will reach the choked
value and will no longer change. If not, the mass flux will unrea-
sonably decrease along with the evaporating pressure drop. To
judge whether the flow is choked, we use a simple criterion,
namely the mass flux through the capillary tube is not larger than
the corresponding choked mass flux. One can derive the expres-
sion of the choked mass fluxGch from the definition of local sonic
velocity ~Chisholm@14#!.

Gch5F xout

Gch,n
2 1

12xout

Gch,l
2 G21/2

(17)

where

1

Gch,n
2 5

nn2n l

sn2sl

dsn

dp
2

dnn

dp
(18)

1

Gch,l
2 5

nn2n l

sn2sl

dsl

dp
2

dn l

dp
(19)

s is the specific entropy.
According to Eqs.~17!–~19!, the choked mass flux is dependent

on refrigerant thermodynamic properties and the outlet quality
that can be solved along the isenthalpic line. For the purpose of
simple calculation, Eqs.~18! and ~19! can be calculated by the
curve-fitting polynomials.

4 Friction Factor and Viscosity Equations
To calculate the present model, the friction factor along a cap-

illary tube need to be evaluated, which relates to the evaluation of
the dynamic viscosity, especially in the two-phase region.

4.1 Friction Factor Equation. For the convenience of
comparison, we use the Churchill equation@15# for friction factor
calculation, which is cited by many researchers including Yilmaz
and Ünal @13#.

f 58@~8/Re!1211/~A1B!3/2#1/12 (20)

A5$2.457 ln~1/@~7/Re!0.910.27~«/d!# !%16 (21)

B5~37530/Re!16 (22)

where Reynolds number Re5G•d/m. m is the dynamic viscosity.
If the relative roughness«/d is unknown, a recommended value
3.2731024 @13# could be used in Eq.~21!.

4.2 Two-Phase Viscosity Equation. The two-phase friction
factor is calculated using Eq.~20! with a Reynolds number that is
based on the two-phase dynamic viscosity,mTP. In the literature,
three models of the two-phase viscosity are often used as follows.

The Cicchitti model@16#:

mTP5xmn1~12x!m l (23)

The McAdams model@17#:

1

mTP
5

12x

m l
1

x

mn
(24)

The Dukler model@18#:

mTP5
xnnmn1~12x!n lm l

xnn1~12x!n l
(25)

Evaluating the three models under the same refrigerant state
one can find that the Cicchitti model and the Dukler model gives
the maximum and the minimum value of two-phase viscosity,
respectively, while the McAdams model gives the middle one.
Therefore, the minimum mass flow rate of a capillary tube will be
predicted with the Cicchitti model, while the maximum and the
middle value will be predicted with the Dukler model and the
McAdams model, respectively.

In this paper, we mainly choose the Cicchitti model like Yilmaz
and Ünal so as to compare the Yilmaz and U¨ nal work with the
authors’ modification under the same conditions. Additionally,
capillary calculation with the McAdams model and the Dukler
model are also done.

4.3 Average Viscosity Along Two-Phase Region.In calcu-
lation of the integrated equation~8!, the average viscosity along
the whole two-phase region is needed. Generally, the average vis-
cosity can be considered as a weighted average of the inception
and end values of two-phase region.

m̄TP5wm11~12w!m2 (26)

wherew is the weight.
To determine the weightw, an optimization process is intro-

duced. The optimized function is

min
0<w<1

H(
j

@Gj~m̄TP!2Gj ,dpm#2J (27)

whereGj (m̄TP) is the mass flux calculated by the present model in
which the average viscosity is defined by Eq.~26!. Gj ,dpm denotes
the mass flux calculated by an advanced distributed-parameter
model which is similar to that built by Bittle and Pate@6#. j is a
counting number for different operating conditions of capillary
tubes. Under the commonly encountered operating conditions as
shown in Table 1, numerical results of the mass fluxes through
adiabatic capillary tubes are used in Eq.~27! to find the optimal
weightw. As a one-dimensional optimization problem, the golden
section method is used.

The resultant optimal value of weightw is quite different for the
above-mentioned three two-phase viscosity models. For the Cic-
chitti model, the McAdams model, and the Dukler model, the
optimal weights are 0.90, 0.55, and 0.40, respectively. Although
Eq. ~26! is the simplest way to calculate the average viscosity in
two-phase region, the effect that will be shown in Section 6 is
gratifying.
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5 Algorithm
Modification of the Yilmaz and U¨ nal work in two-phase region

has been discussed above. For the purpose of integrality of the
capillary tube model, the calculation of liquid region length is
needed. Because the liquid density can be assumed as constant
and independent of the pressure, the length of liquid region can be
simply derived from the governing equations.

Ll5
2dDpl

G2f ln l
(28)

where the pressure dropDpl is the pressure difference between
inlet and flashpoint. If one takes metastable liquid region into
account, Eq.~28! is also available.

Based on the above-mentioned model of adiabatic capillary
tubes, one can predict the mass flux or the mass flow rate accord-
ing to the given operating conditions, or determine the tube length
by the desired mass flow rate under especial operating conditions.
Whichever evaluation one does, an iterative process cannot be
avoided because one needs to judge if the choked flow will occur
at exit of a capillary tube.

Different from the existing algorithms, we combined the
choked flow judgment with the initial value of mass flux in itera-
tive process. The details of our algorithm for predicting the mass
flux or the mass flow rate of an adiabatic capillary tube are shown
in Fig. 2. The algorithm is a simple and stable dichotomy. Here we
assume at first that the flow at capillary exit is just choked and the
outlet pressure equals to the evaporating pressure. Therefore the
initial value of mass flux can be determined by Eq.~17! and
avoided assigning an arbitrary value that may lower the efficiency
of iterative evaluation. On the other hand, only one time is needed
for the choked flow judgment in the algorithm.

6 Theoretical and Experimental Verification
Theoretical and experimental data are used to verify the modi-

fied general equation. On the one hand, the Yilmaz-U¨ nal equation
and the present equation are compared with the advanced
distributed-parameter model in calculation of mass flux under the
commonly encountered conditions. On the other hand, experimen-
tal data in open literatures are used for case study.

First of all, the Yilmaz-Ünal equation, the present equation and
the advanced distributed-parameter model are used to calculate
the mass fluxes of capillary tubes under the commonly encoun-
tered operating conditions as shown in Table 1. All the friction
factors are calculated by the Churchill equation and the Cicchitti
viscosity model for comparison under same conditions.

As shown in Table 1, 4800 cases~55310343~414!33! of
each refrigerant are calculated and more than 95 percent cases are
choked. The working fluids are refrigerant CFC-12 and its main
substitutes HFC-134a and HC-600a. The three refrigerants are
very representative because not only are they commonly used in
refrigeration and air-conditioning plants, but also they are differ-
ent in thermodynamic properties. The thermodynamic properties
of CFC-12 are similar to those of HFC-134a, but distinct from
those of HC-600a. The deviations of mass fluxes are shown in
Table 2. Here, the average deviation~Ave. Dev.! is defined as

Ave. Dev.5
1

4800(j 51

4800
uGj2Gj ,dpmu

Gj ,dpm
3100 percent (29)

The maximum deviation~Max. Dev.! is defined as

Max. Dev.5 max
1< j <4800

H uGj2Gj ,dpmu
Gj ,dpm

3100 percentJ (30)

As shown in Table 2, the average deviations between the
Yilmaz-Ünal equation and the distributed-parameter model fall
into 2;6 percent, which is acceptable in engineering application.
But the maximum deviations reach 90 percent or so except for
calculation faults. It indicates that the Yilmaz-U¨ nal equation is not
always satisfactory in a wide range. By comparison, the present
equation coincides with the distributed-parameter model well. The
average deviations between them fall to 0.2 percent or so; mean-
while, the maximum deviations are less than 4 percent. The de-
viations before and after modification are obviously reduced. Be-
cause less empirical components are utilized relative to the
Yilmaz-Ünal equation, the present equation is a good approxima-
tion for the distributed-parameter model in a wider range. Further-
more, there are 20 failures in calculation with the Yilmaz-U¨ nal

Fig. 2 Computer model flow chart

Table 1 Distribution of operating conditions

d @mm# L @m# Tc @°C# DT @°C# xin Te @°C#

0.5, 1.0, 0.5, 1.0, 1.5, 2.0, 24, 36, 5, 10, 15, 0, 0.1, 240,
1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 48, 60 20 0.2, 0.3210, 20
2.5 4.5, 5.0

Table 2 Capillary mass flux deviations between approximate
equations and distributed-parameter model with the Cicchitti
viscosity model †percent ‡

Refrigerant

Yilmaz-Ünal equation The present equation

Ave. Dev. Max. Dev. Ave. Dev. Max. Dev.

CFC-12 5.62 88.41 0.20 3.25
HFC-134a 2.05 87.46 0.21 3.99
HC-600a 3.65 85.90 0.19 3.87
Failure times 20 0
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equation. The reason has been discussed in Section 2 of the paper.
By comparison, there is no failure in calculation with the present
equation.

In addition, relative deviations of capillary mass flux between
the present equation and the advanced distributed-parameter
model are evaluated with different viscosity models. As shown in
Table 3, although effects of the McAdams model and the Dukler
model are somewhat worse than that of the Cicchitti model, the
deviations are also acceptable in engineering. The Yilmaz-U¨ nal
equation is not included here because only the Cicchitti viscosity
model was used in their investigation.

To examine the applicability of the present equation, we use it
to predict the experimental data of capillary tubes in open litera-
tures. Some results are shown in Figs. 3–5.

The experimental data in Fig. 3 are from Melo et al.@12#. Melo
et al. made precise measurement for the inner diameters and
roughness of capillary tubes. Thus the uncertainty in measurement
can be weaken to a great extent. The predictions are shown in Fig.
3 to compare within610 percent of the experimental data.

The experimental data in Fig. 4 are from Wijaya@19# cited by
Yilmaz and Ünal @13#. The present equation gives an under-
prediction of the flow data by 0 to 15 percent. It agrees with the
correlation developed by Bittle et al.@10#.

The experimental data in Fig. 5 are from Li et al.@3#. The
present equation overpredicts these data by 0 to 8 percent.

From the above-mentioned comparisons, one can see that the
present equation yields good predictions to the experimental data.
The deviations may be considered to be reasonable and satisfac-
tory on account of the simplicity of the present method.

If a metastable length correction is included in the model, the
prediction results could accord better with the experimental data,
especially with the Wijaya data in Fig. 4. On the other hand, the
Melo et al. data and the Li et al. data were taken on capillary
tubes with pressure tap holes, which have the effect of decreasing
the normal metastable effect seen in unmodified capillary tube.
Therefore the prediction effect will be kept. Finally, from the
point of view of algorithm, the metastable correction is easy to be
included in the liquid region calculation of the existing algorithm.

7 Conclusions
A modified analytical method is developed on the basis of the

Yilmaz-Ünal equation~Yilmaz and Ünal @13#!. For the design of
capillary tubes, it is more reliable and applicable than the Yilmaz-
Ünal equation. Under an extensive range of operating conditions,
the maximum deviations of mass fluxes given by the present equa-
tion and the advanced distributed-parameter model fall into 4 per-Fig. 3 Melo et al. †12‡ data versus predictions

Fig. 4 Wijaya †19‡ data versus predictions

Table 3 Capillary mass flux deviations between present equation and distributed-parameter
model with different viscosity models †percent ‡

Refrigerant

Cicchitti model McAdams model Dukler model

Ave. Dev. Max. Dev. Ave. Dev. Max. Dev. Ave. Dev. Max. Dev.

CFC-12 0.20 3.25 0.18 6.20 0.38 5.82
HFC-134a 0.21 3.99 0.64 9.87 0.68 9.66
HC-600a 0.19 3.87 0.34 13.39 0.65 10.80

Fig. 5 Li et al. †3‡ data versus predictions
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cent, and the average deviations are only 0.2 percent or so. In
addition, the comparisons between our method and the experi-
mental data in open literatures are also satisfactory.
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Nomenclature

A 5 defined in Eq.~21!
B 5 defined in Eq.~22!
d 5 capillary tube inner diameter
f 5 friction factor

G 5 mass flux
h 5 specific enthalpy

ka 5 defined in Eq.~7!
ka8 5 defined in Eq.~14! or ~15!
kb 5 defined in Eq.~9!
L 5 capillary tube length
m 5 mass flow rate
p 5 pressure
r 5 specific latent heat
R 5 gas constant

Re 5 Reynolds number
s 5 specific entropy
T 5 temperature
n 5 specific volume
w 5 weight defined in Eq.~26!
x 5 quality

Dp 5 pressure drop
DT 5 subcooling of the liquid

« 5 roughness
h 5 dynamic viscosity

Subscripts and Superscripts

c 5 condensing parameter
cal 5 calculating value
ch 5 choked flow

dpm 5 distributed-parameter model
e 5 evaporating parameter

in 5 inlet
l 5 liquid or saturated liquid

m 5 mid-point or mean value
out 5 outlet

r 5 reference point
TP 5 two-phase region
v 5 saturated vapor

1 5 inception point of two-phase region, as shown in Fig.
1

2 5 end point of two-phase region, as shown in Fig. 1
3 5 crossing point of the isenthalpic line and the satu-

rated liquid line in the pressure-enthalpy diagram, as
shown in Fig. 1

* 5 dimensionless parameter
– 5 average value
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Three-Dimensional Swirl Flow
Velocity-Field Reconstruction
Using a Neural Network With
Radial Basis Functions
For many studies, knowledge of continuous evolution of hydrodynamic characteristics is
useful but generally measurement techniques provide only discrete information. In the
case of complex flows, usual numerical interpolating methods appear to be not adapted,
as for the free decaying swirling flow presented in this study. The three-dimensional
motion involved induces a spatial dependent velocity-field. Thus, the interpolating method
has to be three-dimensional and to take into account possible flow nonlinearity, making
common methods unsuitable. A different interpolation method is thus proposed, based on
a neural network algorithm with Radial Basis Functions.@DOI: 10.1115/1.1412847#

1 Introduction

Except for simple cases having analytical representations, a
flow-field is often described as a discrete distribution of hydrody-
namical specific characteristics. For example, experimental mea-
surements provide only local information. Interpolation schemes,
like linear or cubic interpolation, are thus usually employed in
fluids engineering to determine unknown values at desired posi-
tions, as for pathlines determination for instance. The same prob-
lem arises if special hydrodynamical features have to be deter-
mined, like stress-fields or vorticity-fields, that imply the use of
derivative approximation with finite difference methods. Results
are then biased by the systematic error induced by the method. A
way to improve the determination of such results is to employ a
fitting function of the hydrodynamical features evolutions. This
solution provides a continuous mathematical expression, which
can be then employed to calculate values at unknown locations. If
the mathematical function is chosen derivable, special hydrody-
namical features, like stress-fields or vorticity-fields, can then be
easily deduced without adding approximation of derivative
schemes. For example, Marshall and Grant@1# have developed a
Lagrangian vorticity collocation method where a polynomial fit-
ting is used to determine a continuous vorticity-field using local
values defined on a nonuniform grid, allowing the exact differen-
tiation of the vorticity-field which is needed to calculate a viscous
diffusion term. But, naturally, the accuracy of such a method de-
pends on the ability of the retained function to fit the local values
distribution.

When the flow becomes complex and three-dimensional, hydro-
dynamical features can be characterized by nonlinear evolutions.
If the flow exhibits a great spatial dependency, polynomial fitting
or common interpolation schemes are then not adapted, because a
large amount of data is requested to accurately represent the flow
in the entire geometry. Another method based on a neural network
representation is proposed in this study. By considering nonlinear
evolutions, such technique appears interesting to reconstruct com-
plex flows, such as the three-dimensional swirling flow investi-
gated here. The neural network method will provide a continuous
mathematical expression of the flow-field, by representing it as a

sum of Gaussian functions, each function being derivable, that
allows further calculation of specific hydrodynamical features in-
volving differentiation.

For example, swirling flows are often used in chemical engi-
neering for the design of new hydrocyclones or heat exchangers
@2#. By involving a three-dimensional motion and increasing tur-
bulent intensities, such flows appear as an efficient way to en-
hance transport phenomena, like mass or heat transfer@3–5#. But
the generated hydrodynamics remains difficult to fully character-
ize, owing to the spatial dependency of the flow-field@6–9#. A
tangential inlet can be used to induce a stationary swirling flow in
tubes or annular geometries with a rather simple design@2–10#.
The swirl motion is achieved at the inlet of the device and then
decays freely along the flow path~Fig. 1!. Hydrodynamic charac-
teristics are not only a function of the radial position, but also
depend on the axial location, due to the free decay of the swirl
intensity, and on the angular position, the flow generated not being
axisymmetric. Thus, a full characterization of the flow requests a
high amount of experimental data, especially when local measure-
ment techniques are employed, like laser Doppler anemometry or
hot-wires techniques@11#. A previous study has shown the interest
of spatial measurement techniques, like the Particle Image Veloci-
metry ~PIV!, which allows faster investigation by measuring the
instantaneous velocity-field in a designed area@10#. But two prob-
lems remain:~i! the obtained velocity-field is not continuous,~ii !
the acquisition area remains limited and a complete investigation
of the flow-field would request numerous measurement areas.

Thus, an experimental investigation can require a very long
time to obtain a sufficient amount of data. Because neural net-
works can express nonlinearities, they seem an efficient tool for
the reconstruction of data linked to multiple parameters, and thus
an interesting alternative solution to common interpolation
schemes. Neural networks with Radial Basis Functions are espe-
cially designed for this particular kind of application@12–14#.
This method can thus be employed to determine a mathematical
expression of the flow-field defined on the entire geometry, using
only a small amount of experimental local measurements. To
evaluate the accuracy of this interpolating technique, a large set of
data has first been measured using PIV technique. Next, the set
has been divided into two parts: the first being used by the neural
network in order to reconstruct the velocity-field during the learn-
ing step, and the second to estimate the reconstruction efficiency
by comparing values obtained with the neural method to experi-
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mental measurements. The number of data requested to achieve
an accurate calculation of the continuous flow-field has been
determined.

2 Experimental PIV Investigation
In a previous work, we have shown that a usual PIV technique

can be used to characterize the main characteristics of a swirling
decaying flow induced by a tangential inlet in an annular geom-
etry. The three components of the velocity and turbulent intensity
have been investigated. The main features of the experimental
investigation are described in details by Pruvost et al.@10#.

It has been shown that, by allowing spatial investigation, PIV
measurements appear to be well-adapted to this particular flow,
which was found to be very complex and space dependent. But, to
fully characterize hydrodynamics in the geometry under study, a
large set of data is needed. Furthermore, because the employed
PIV system allows the simultaneous acquisition of only two ve-
locity components, two series of measurements are requested to
determine the complete velocity-field: the first allows acquisition
of axial and radial components of the velocity vector and the
second, the circumferential one. For the last series, the measure-
ments cannot be done for several radial positions simultaneously,
contrary to axial and radial velocity components acquisitions. The
measurement time is thus greatly increased to obtain an accurate
spatial characterization of each velocity component, especially for
the circumferential one.

The hydraulic test rig used for experimental investigation is
described by Pruvost et al.@10#. It consists of an annular test
section~Fig. 1! made of two concentric Plexiglas tubes having a
total length of 1.5 m. The internal radius of the outer cylinder,R0 ,
is 50 mm, the outer radius of the inner tube,Ri , being 20 mm.
The diameter of the tangential inlet is 30 mm, equal to the annular
gap width,e, corresponding to pure swirling flow according to
Legentilhomme and Legrand@4#. The outlet of the annulus is of
axial type, so as not to disturb the flow. For all experimental
measurements, the water flow rate isQ51.27 m3/h corresponding
to a mean axial velocity in the annulus,Ū, of 5 cm/s and a Rey-
nolds number, Re, equal to 3000, where Re is calculated by:

Re5
2eŪ

n
(1)

The PIV Dantec system used consists of a Spectra Physics
Model 2020 laser source with an emission wavelength of 488 nm
for a maximum emission power of 5 Watt. The laser beam is
shutter gated to induce laser light pulses and a thin light sheet is
generated by means of an optical lens. The electro-optical shutter
is synchronized with a CCD camera Double Image 700, the cam-
era sensor includes 7683484 light-sensitive pixels. Tracer par-
ticles are of TiO2 type. A representation of the experimental test
rig set with the PIV measurement technique is shown in Fig. 2.
Additional parameters of the PIV set-up can be found in Pruvost
et al. @10#.

To investigate the neural network reconstruction capacity, a
large set of experimental data has been collected. The reconstruc-
tion accuracy is analyzed from the influence of two parameters:
the number of values requested along the axial direction to repre-
sent the decrease of the swirl intensity and the number of needed

angular positions to characterize the asymmetric behavior of the
flow. Measurements positions for mean components are defined in
Table 1~a! and 1~b!, and in Table 1~c! for turbulent intensities. The
measurement of the circumferential velocity component and the
evaluation of turbulent intensities requesting longer time of inves-
tigation measurements were made for only three angular posi-
tions. This particular point will be discussed further. The various
investigated axial positions show a nonuniform distribution of the
velocity-field. Thus, the number of axial locations has to be in-
creased near the inlet where the flow is found to be very spatial
dependent, and then spaced out for locations further in the annulus
where inlet disturbances vanish.

3 Neural Network Reconstruction Method

3.1 Global Method. Neural networks are used in various
research areas, and applications can be found in fluid engineering,
because of the ability of such methods to represent complex phe-
nomena making them useful for the prediction of dynamic fea-
tures of unsteady flow-fields, for instance@15#. Another particular
application is data interpolation. A special kind of neural network
is devoted to this purpose: neural network with Radial Basis Func-
tions ~RBF! @16#. The use of functions with local spatial influence
like RBF instead of the common sigmoidal functions improves
their spatial representation capacity, thereby enabling this kind of
networks to interpolate any kind of a priori unknown function
depending onn-parameters@17#. In this study, each hydrodynami-
cal characteristic to be approximated, namedV, is spatial-
dependent, and thus a function of the three spatial coordinatesx, r,
andj.

RBF are directly linked to the function approximation theory
@18#. In fact, with mathematical formulation, the goal of RBF is to
find the best approximationF(E,P) of a function f (P) which
depends on a set ofN-parametersP5(p1 ,p2 ,p3 , . . . ,pN), E be-
ing a set of fitting parameters to determine. Becausef (P) can be
of any type, the exact solution cannot always be provided, but an
approximated solution can always be found, whenF(E,P) is ex-
pressed as a weighted-sum of elementary functions of a baseF
5$f i% i 51

m . If weights are namedW5$Wi% i 51
m , F(E,P) can be

expressed by the following equation:

F~E,P!5(
i 51

m

Wif i~P! (2)

This expression can be represented using a neural network ar-
chitecture. This kind of net has three layers:

Fig. 1 Schematic representation of the tangential inlet and the
swirling decaying flow

Fig. 2 Experimental set-up for flow-field investigation using
PIV measurement method
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1 An input layer, where the set of function parametersP is
given to the net, with one unit per parameter. In this study,
the goal function isV(x,r ,j) and the net is thus defined with
three input units (x,r ,j),

2 An output layer, with one unit, corresponding to the function
to reconstructf (P), which is in this caseV(x,r ,j),

3 A hidden layer, of m-units with activation function
f i(x,r ,j) i 51,m , where the parameterm has to be found.

The neural network principle is rather simple: for given values
in input, corresponding to a location (x,r ,j) in the geometry, the
net has to provide the desired response,V(x,r ,j). Neural net-
works are interconnected, as shown in Fig. 3. The input signal is
directly given to each unit of the hidden layer activated by a
function chosen inF: each unit calculatesf i(x,r ,j) i 51,m . Results
are next transferred using weight-links to the output units, where
they are finally summed. Thus, this kind of structure is the exact
representation of Eq.~2!.

With the right set of functionsF, the objective function named
Vapp(x,r ,j), can be interpolated. Local functions, as one of gauss-
ian type, have been retained because they can approximate any
kind of function@19#, and they remain derivable for further inves-
tigation of hydrodynamical feature deduced from differentiation.
For the three-dimensional reconstruction, this kind of function is
defined as follows:

f~x,r ,j!5expS 2
~x2Cx!

2

tx
2 1

~r 2Cr !
2

t r
2 1

~r j2Cj!
2

tj
2 D (3)

whereC and t are, respectively, centers and radii associated to
each direction of the reconstruction problem. To obtain a homo- Fig. 3 Neural network architecture

Table 1 Distribution of the number of axial positions experimentally investigated. „a… Measurement of axial and radial mean
velocity components „first series …; „b… measurement of circumferential mean velocity component „second series …; „c… measure-
ment of turbulent intensities.
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geneous formulation, the circumferential coordinatej has been
expressed as the product of the radial position by the circumfer-
ential one in Eq.~3!. Thus, the objective is to find the best ap-
proximationVapp(x,r ,j) of V(x,r ,j):

V~x,r ,j!'Vapp~x,r ,j!

5(
i 51

m

Wi expS 2S ~x2cxi
!2

txi

2 1
~r 2cr i

!2

t r i

2

1
~r j2cj i

!2

tj i

2 D D (4)

where Cji and t j i are, respectively, centers and radii of thei th
neuron in the hidden layer of sizem in direction j.

A solution of Eq.~4! is obtained by minimizing the following
function, called the cost function:

E15(
i 51

p

@Vi~x,r ,j!2Vappi
~x,r ,j!#2 (5)

wherep is the size of the subset of a given hydrodynamical char-
acteristicV used for the net learning step.

But, minimizing only the functionE1 is an ill-posed solution
because, when interpolating data, the objective function has to
represent both available and unknown data. Accurate results are
not necessarily obtained if only Eq.~5! is employed, and espe-
cially if original data are noisy, as for PIV measurements. This is
the so-called ‘‘representation problem.’’ This shortcoming is
solved by estimating the neural net capacity to find accurate val-
ues where no experimental data are available and by introducing
an additional regularization term in Eq.~5! @20,21#:

C5E11lw~W! (6)

wherel is the regularization parameter andw a function to define.
In this study, the estimator employed is the Cross Validation or

CV described in Wahba@22#. To determine the CV-value, experi-
mental data employed during the learning step are divided into
two parts. Each part is used in turn to determine the neural net
parameters, while the remaining amount of data is employed to
calculate the error between net results and experimental values
using Eq.~6!. Next, the mean of reconstruction errors gives an
estimation of the neural net accuracy, CV, which has to be mini-
mized.

To allow CV calculation, functionw has to be defined in Eq.
~6!. An overall review of such functions can be found in Poggio
et al. @23#. The chosen function is related to experimental data by
assuming noise to be equally shared between all data@18#. The
final cost function to be minimized is thus:

C5(
i 51

p

@V~x,r ,j!2Vapp~x,x,j!#21l(
j 51

m

~wj !
2 (7)

Dedicated algorithms are available to solve this nonlinear prob-
lem of finding the best solutionVapp(x,r ,j). Each net parameter is
determined during the learning step. This step can be divided into
two successive parts: the neural net architecture design, and the
weight-values determination. Both are well-known and a complete
description can be found in Orr@24#. In this application, weight-
values are calculated following the ‘‘standard ridge regression’’
algorithm and the neural net is designed using the ‘‘forward se-
lection’’ scheme@24#, which presents an incremental construction
of the neural network structure: each unit of the hidden layer is
added step by step, until the net can provide the requested re-
sponse. After the learning step, when a new value is presented to
the net, its response is close to the desired one: the net is thus able
to reconstruct and interpolate data.

In this study, experimental values are obtained for different lo-
cations (185 mm,x,1500 mm,20 mm,r ,50 mm,0,j,2p).
Learning values are first transformed in order to follow a normal

statistical distribution~zero mean and variance one! to prevent
numerical approximation problem during the learning step due to
the use of data having different order of magnitude.

3.2 Learning the Neural Network. Algorithms of ‘‘stan-
dard ridge regression’’ and ‘‘forward selection’’ are implemented
using Matlab software on a personal computer Pentium II 333
MHz. To initialize the neural network method, only radii of acti-
vation functionsf have to be previously defined. They are arbi-
trarily initialized to give an a priori good representation of the
desired evolution. Though this step is not essential because these
values will be next optimized during the neural network learning
step, computation-time can be decreased in this way. Initial values
of radii are given in Table 2.

3.3 Evaluation Criteria of the Neural Network Accuracy.
The initial set of experimental data is divided into two parts. The
first is used during the learning step and the second, containing
remaining data, is next employed to evaluate the reconstruction
accuracy. For each experimental value, the three coordinates are
given as input to the net, and the result is next calculated and
compared with the experimental data. To evaluate the neural net-
work reconstruction accuracy, two parameters are calculated: a
mean error criterion Errabs and a more sensitive parameter giving
an evaluation of the error distribution around its mean value, the
associated root mean squareterr , defined by:

Errabs5
1

n (
i 51

n

uVappi
2Vi u (8)

terr5S 1

n (
i 51

n

~ uVappi
2Vi u2Errabs!

2D 1/2

(9)

wheren is the total number of experimental values available for a
given hydrodynamical characteristicV.

Although error of reconstruction is fully determined using these
two parameters, neural network accuracy is not well represented.
Error is indeed evaluated by comparing the neural network result
to the experimental one, which presents experimental uncertainty.
Thus, having null values of error does not mean a perfect recon-
struction, but only that experimental uncertainty is fully integrated
to the neural network reconstruction, making results biased too.
Values calculated following Eq.~8! and Eq.~9! are thus not fully
representative of the reconstruction accuracy and, because the
measured velocity-field cannot be experimentally noise free, they
can be considered only as estimators.

Finally, three kinds of data sets are defined:~i! the total set of
size n, called the generalization set, used to estimate the recon-
struction accuracy on the entire geometry,~ii ! the learning set of
size p, composed of values used during the learning step and
which is a part of the generalization set, and~iii ! the test set of
size n-p, composed of values not employed in the learning set.
By changing the size of the learning and of the test sets, the

Table 2 Initial values in the neural network of activation func-
tion radii
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minimum number of requested values can be deduced. The test set
will be used to evaluate the neural network interpolation accuracy
for unknown locations.

4 Results and Discussion

4.1 Validation of the Neural Method. Neural network
method efficiency depends on data employed during the learning
step. As it often appears, increasing the size of the learning set
will improve the resulting accuracy. But another parameter is the
distribution of data employed. For example, in the particular case
of the swirling decaying flow, the velocity-field has been found
asymmetric and not established along the axial coordinate. Thus,
before using the neural network method to reconstruct hydrody-
namical characteristics, interpolation accuracy has been first
evaluated following two parameters:~i! the number of experimen-
tal values needed to represent swirling flow evolution along the
axial coordinate, and~ii ! the number of angular positions re-
quested to represent the flow asymmetry following the circumfer-
ential coordinate. Axial mean velocity representation has been
chosen for this preliminary evaluation because of its important
dependence on spatial coordinates. The mean distribution of axial
velocity deduced from the average of PIV measurements was thus
employed during the learning step~see Section 4.2 for the aver-
aging procedure applied to PIV acquisitions!.

4.1.1 Axial Coordinate Influence.The effect of the number
of axial positions has been studied in order to determine the size
of the learning set to interpolate the flow-field with accuracy. The
learning step was performed on five sets containing different num-
bers of data representing the distribution of the mean axial veloc-
ity. Efficiency was next estimated using the generalization set and
the test set. Results are given in Fig. 4.

Figure 4 shows that a minimal error of 0.46 cm/s is obtained,
but as indicated in Section 3.3, error free values cannot be
reached, because an experimental uncertainty about 10 percent of
the mean axial velocity is included in reference data. This value,
which corresponds to the experimental error, represents the limit
of the method efficiency. These results reveal the number of ex-
perimental data necessary to reach an accurate reconstruction of
the axial velocity component. An experimental set of 19096 val-
ues has been measured, but as shown in Fig. 4, only 2000 values
are needed. Increasing the size of the learning set does not provide
any improvement in neural reconstruction.

4.1.2 Influence of the Number of Angular Positions.Because
the swirling flow induced by a tangential inlet is not axisymmet-
ric, experimental measurements have to be repeated for several
angular positions. The influence of the number of angular posi-

tions given for the neural network learning step has been studied
in order to show if neural method was able to represent the flow
asymmetry and to determine the number of circumferential posi-
tions requested to obtain accurate results.

Reconstruction efficiency as a function of the number of angu-
lar positions is shown in Fig. 5. The number of angular positions
experimentally investigated appears to be sufficient to give a good
representation of the flow asymmetry. Values ofterr can be con-
sidered as minimal using only three angular positions. These re-
sults show the efficiency of the neural method, which is able to
represent nonlinear evolutions of the swirling flow asymmetry.
With this method, only little information is needed to allow an
efficient reconstruction of the data evolution.

4.2 Hydrodynamical Parameters Reconstruction. As
shown by previous results, the number of measured data is suffi-
cient to obtain an efficient reconstruction of the spatial evolution
of hydrodynamical parameters. The neural network will be used in
this section to reconstruct mean velocities and turbulent intensities
of the flow-field. Mean velocities and turbulent intensities em-
ployed in the learning step are obtained with PIV technique. The
averaging procedure of instantaneous PIV acquisitions is de-
scribed as follows:
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Ū

To achieve a statistically stable mean spatial distribution of ex-
perimental hydrodynamical quantities,N5200 instantaneous ac-
quisitions were used for mean values, andN51000 for turbulent
intensities, for each of the investigated position, listed in Table 1.

The neural network method has next been applied for each flow
characteristic. Figure 6 shows the reconstruction obtained for each
investigated angular position for the three mean components of
the velocity, whereas Fig. 7 is dedicated to turbulent intensities

Fig. 4 Influence of the size of the learning set of data on the
neural network reconstruction efficiency

Fig. 5 Influence of the number of angular positions of the
learning set of data on the neural network reconstruction
efficiency
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characteristics. The neural network is able to represent their spa-
tial evolution efficiently and to give a good representation of the
main features of the swirling flow as its asymmetric behavior and
the free decay of the swirling motion along the axial coordinate.
Thus, this method appears as a universal approximation tool,
which is able to reconstruct any kind of data and hydrodynamical
feature. This is confirmed by final errors Errabs obtained for each
component of the velocity-field~see Table 3!.

Following Eq.~4!, the neural network results are the exact rep-
resentation of a sum of elementary continuous functions. After the
learning step, when neural network is defined, a continuous ex-
pression of each hydrodynamical parameter is obtained. Any lo-
cation in the investigated geometry can be provided to the net
input, a solution will be determined in output. Two examples of
velocity-field deduced from initial PIV measurements are com-

pared with the neural network results. These examples are given
in Fig. 8 for two plane projections, in the axial-radial~Fig. 8~a!!
and radial-circumferential one~Fig. 8~b!!. Neural network results
have been obtained by providing a set of some locations corre-
sponding to a finest mesh than the one used for PIV measure-
ments. These results show the neural method interest which trans-
forms the discrete velocity-field experimentally measured into a
mathematical expression defined on the whole domain, despite the
very complex behavior of the swirling decaying flow. Thanks to
the neural network method, hydrodynamical characteristics are
now determined at any location in the studied geometry.

5 Conclusion
A neural network method using RBF has been used to express

hydrodynamical parameters obtained using PIV on the entire ge-
ometry of an annular test-cell involving a swirling decaying flow
induced by a tangential inlet. The neural method being able to
express nonlinear evolutions of a three-dimensional flow, this kind
of technique appears to be an efficient tool to accurately represent
any hydrodynamical characteristics of this complex flow, as well
for the three components of the mean velocity as for turbulent
intensity. This universal approximation behavior is very interest-
ing when no a priori idea of what kind of evolution has to be
obtained. Results show that this method can be used where hydro-
dynamical conditions are found to be very disturbed and three-
dimensional. But the neural network is not restricted to this par-
ticular flow and the algorithm remains adaptive. For example, it
can be simplified either for two-dimensional flows, giving the net
only two inputs, or adapted to complex nonstationary flows. In the

Fig. 6 Mean velocity reconstruction. „a… Axial component; „b…
radial component; „c… circumferential component

Fig. 7 Turbulent intensity reconstruction. „a… Axial compo-
nent; „b… radial component; „c… circumferential component

Table 3 Error criteria Err abs for each reconstructed hydrody-
namical characteristic
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latter case, the neural network has four inputs~three for the spatial
coordinates, and one for the time dependency!. Assuming that the
number of experimental data is sufficient, the neural network will
give accurate results, this method being able to reconstruct any
function depending onn-parameters. Thus, this technique is inter-
esting when complex data base have to be interpolated, and espe-
cially experimental data which present measurements uncertainty,
neural networks with RBF functions being found to be robust
interpolating methods when data are noisy. But the comparison
presented in this study between experimental measurements and
neural network results does not allow a conclusion about the noise
influence on the reconstruction efficiency, because the exact flow-
field is unknown. This could be achieved by a further study where,
for instance, results of a CFD simulation would be used instead of
experimental PIV measurements. Reconstruction accuracy could
then be determined as a function of an artificial noise added to
CFD results.

The second main advantage of such neural network is to pro-
vide a derivable mathematical expression of each hydrodynamical
feature valid for the whole domain. This is helpful, for example,
for the determination of boundary conditions in CFD simulations
using local experimental measurements, or for the calculation of
additional hydrodynamical information of the flow, like stress-
fields, vorticity-fields or pathlines. When values are locally de-
fined, derivative methods are requested, which implies the use of
numerical approximation scheme~finite difference techniques!.
Defining the flow-field on the whole domain by means of a deriv-
able mathematical function will prevent the employment of such
methods. Therefore, the use of this neural method seems an inter-
esting tool for flow-field data post-processing, especially for
three-dimensional flows, where common numerical methods are
difficult to apply. In conclusion, such a technique provides two
main advantages: it reduces the investigation time by decreasing
the number of requested experimental measurements, and it leads
to a better understanding of the flow-field by allowing the numeri-
cal determination of pertinent hydrodynamical characteristics.

Nomenclature

Cin 5 center of the n-gaussian activation function associated
to the i-direction of the reconstruction problem

Errabs 5 error criterion for neural reconstruction efficiency
evaluation~m/s!

Q 5 flow rate in the annulus~m3/s!
Ri 5 external radius of the inner cylinder~m!
Re 5 2eŪ/n. Reynolds number~Eq. ~1!!
R0 5 internal radius of the outer cylinder~m!
T 5 turbulent intensity~Eq. ~11!!
Ū 5 Q/(p(R0

22Ri
2)): average velocity in the annulus

~m/s!
U 5 mean velocity~m/s!
V 5 generic hydrodynamical characteristic to be recon-

structed
Vapp 5 neural approximation ofV

W 5 set of weights in the neural network
e 5 thickness of the annular gap~m!
r 5 radial position with respect to the annulus axis~m!
u 5 instantaneous velocity~m/s!
x 5 axial position with respect to the tangential inlet~m!

wn 5 weight of then-radial basis function
j 5 circumferential position with respect to the tangential

inlet axis ~radians!
F 5 base of elementary functions

fn 5 elementary function of activation from then-neuron
in the hidden layer

l 5 regularization parameter
n 5 kinematic viscosity of water~m2/s!

terr 5 root mean square of error provided by the neural net-
work ~m/s!

t in 5 radius of the n-gaussian activation function associated
to the i-direction of the reconstruction problem

Subscripts

x 5 axial component of mean velocity, velocity fluctua-
tion or turbulent intensity

r 5 radial component of mean velocity, velocity fluctua-
tion or turbulent intensity

j 5 circumferential component of mean velocity, velocity
fluctuation or turbulent intensity
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1 Introduction
After mentioning several of their papers in which turbulent

transport equations for porous media were developed based on the
generalized Volume Averaging Theory~VAT ! for highly porous
media, Travkin et al.@1# wrote ~page 2!, ‘‘Antohe and Lage@2#
presented a two-equation . . . turbulence model for incompress-
ible flow within a fluid saturated and rigid porous medium that is
the result of incorrect procedures.’’ It is regrettable that Travkin
et al. did not find room in their paper to explain why they consid-
ered those procedures to be incorrect, and the reader is left to
guess that any procedures that are not based on VAT must be
incorrect. Travkin et al.@1# proceeded to derive their own form of
the kappa-epsilon equations, displayed as their Eqs.~35! and
~37!. These complicated equations contain various integrals, and
there is no indication in the paper of how closure is to be com-
pleted, despite the claim~page 6! that ‘‘closure examples are
given.’’ In a signed review of an earlier version of this paper, Dr
Travkin argues that his complicated equations are correct, and
therefore that the approximate equations of other people must be
wrong. It appears that he does not appreciate that in order to make
practical progress it is necessary to make approximations. In his
review, Dr Travkin admits that he has been unable to solve com-
pletely the closure problem for the VAT equations.

A more informative treatment of the matter is that by Na-
kayama and Kuwahara@3#. On page 427 they wrote:

‘‘Recently, two distinct two equation turbulence models have
been established for turbulent flows in porous media. Antohe and
Lage @2# chose to carry out the Reynolds averaging over the
volume-averaged macroscopic equations to derive two-equation
turbulence model equations, whereas Masuoka and Takatsu@4#
derived a macroscopic turbulence transport equation by spatially
averaging the turbulence transport equation of the two-equation
turbulence model. Antohe and Lage@2# examined their model
equations for the turbulence kinetic energy and its dissipation rate,
assuming a unidirectional fully-developed flow through an isotro-
pic porous medium. Their model demonstrates that the only pos-
sible steady state solution for the case is ‘‘zero’’ macroscopic tur-
bulence kinetic energy. This solution should be re-examined, since
the macroscopic turbulence kinetic energy in a forced flow
through a porous medium must stay at a certain level, as long as
the presence of porous matrix keeps generating it.~The situation
is analogous to that of turbulent fully-developed flow in a con-
duit.! Also, it should be noted that the small eddies must be mod-
eled first, as in the case of LES~Large Eddy Simulation!. Thus we
must start with the Reynolds averaged set of the governing equa-
tions and integrate them over a representative control volume, to
obtain the set of macroscopic turbulence model equations. There-

fore, the procedure based on the Reynolds averaging of the spa-
tially averaged continuity and momentum equations is question-
able, since the eddies larger than the scale of the porous structure
are not likely to survive long enough to be detected. Moreover,
none of these models has been verified experimentally.’’
Nakayama and Kuwahara@3# go on to describe their own work:

‘‘The macroscopic turbulence kinetic energy and its dissipation
rate are derived by spatially averaging the Reynolds-averaged
transport equations along with thek2« turbulence model. For the
closure problem, the unknown terms describing the production
and dissipation rates inherent in porous matrix are modified col-
lectively. In order to establish the unknown model constants, we
conduct an exhaustive numerical experiment for turbulent flows
though a periodic array, directly solving the microscopic govern-
ing equations, namely, the Reynolds-averaged set of continuity,
Navier-Stokes, turbulence kinetic energy and dissipation rate
equations. The microscopic results obtained from the numerical
experiment are integrated spatially over a unit porous structure to
determine the unknown model constants.

The macroscopic turbulence model, thus established, is tested
for the case of macroscopically unidirectional turbulent flow. The
streamwise variations of the turbulence kinetic energy and its dis-
sipation rate predicted by the present macroscopic model are com-
pared against those obtained from a large scale direct computation
over an entire field of saturated porous medium, to substantiate
the validity of the present macroscopic model.’’

It is the view of the present author that Nakayama and Kuwa-
hara@3# have presented clearly and forcefully their case that their
model is superior to that of Antohe and Lage@2#, and in many
respects their paper is admirable. However, there are some ques-
tionable aspects of their arguments and these are discussed in the
following section. Further, there are two general questions that
should be raised. First, is the turbulence discussed by Nakayama
and Kuwahara true macroscopic turbulence? Second, how reliable
are conclusions based on volume averaging? In the remainder of
the present paper, the author presents his answers to these ques-
tions and discusses related matters, such as the way in which
inertial effects should be modeled, and the nature of momentum
transfer and spin-up in a porous medium.

For a review of earlier papers on macroscopic turbulence in
permeable media the reader is referred to Lage@5#.

2 Some Specific Comments on the
Nakayama-Kuwahara Model

Having integrated the Reynolds averaged equations over a
‘‘control volume,’’ Nakayama and Kuwahara@3# obtain their mo-
mentum equation, Eq.~11!. This is unexceptional. However, they
then proceed to replace the last two terms of Eq.~11! by Darcy
and Dupuit-Forchheimer terms to obtain Eq.~14!. This replace-
ment is a standard procedure for laminar flows, but it appears to
the present author that the replacement is highly questionable in
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the context of turbulence modeling. In the paragraph containing
Eq. ~14! those authors wrote, ‘‘In the numerical study of turbulent
flow through a periodic array, Kuwahara et al.@6# concluded that
the Forchheimer-extended Darcy’s law holds even in the turbulent
flow regime in porous media.’’ That too is an acceptable state-
ment, but it does not justify the transition from Eq.~11! to Eq.
~14!. For one thing, Eq.~14! is substantially different from the
standard Forchheimer-extended Darcy equation. Furthermore,
there is a gap in the argument in proceeding from an equation for
the turbulence regime in a bulk form, in which the total pressure-
drop is related to the bulk fluid speed via an expression quadratic
in the velocity, to an equation involving a differential expression.
~The reader should note that this comment has nothing to do with
whether or not differential operators are used in ‘‘macroscopic’’ or
integral equations.! In summary, it seems to the present author that
Nakayama and Kuwahara@3# have made an assumption of a rela-
tionship between microscopic turbulence and macroscopic drag
that cannot be justified except in the gross sense that for high
Reynolds number the Forchheimer term will be dominant.

Because of their assumption of periodicity when performing
their numerical calculations, Nakayama and Kuwahara@3# were
unable to treat eddies on a scale larger than their period length.
They treated a geometry that was periodic in both thex- and y-
directions with period 2H. Within a period cell, they considered
solid obstacles having cross-section a square of side-lengthD, and
they selected the ratioD/H so that the porosityf lay between 0.2
and 0.9. That means thatD andH were of the same order. In other
words the period length for the numerical calculations was of the
same order of magnitude as the particle diameter, and so repre-
sentative of the pore scale. Eddies with a diameter greater than
2H cannot be accommodated on their model, simply because they
are larger than the period length. In other words, global eddies
~those with a diameter lager than the pore scale! were filtered out
because of the assumptions about periodicity. Thus global eddies
were ruled out a priori. It is true that a medium does not have to
be periodic to have the Nakayama-Kuwahara model applied to it,
but when the periodicity imposed is that of the pore scale then this
is a severe restriction.

Further, there is a fundamental difficulty with any model in
which time-averaging~Reynolds averaging! is followed by vol-
ume averaging. That procedure precludes the incorporation of the
interaction between fluctuating quantities and the solid matrix of
the porous medium, other than the minor effect of fluctuations in
pressure and shear stresses along the interfacial solid-fluid area.
This aspect was clearly stated by Antohe and Lage@2#.

Also, it appears that Nakayama and Kuwahara@3# may have
misinterpreted the ‘‘zero’’ turbulence conclusion~for fully devel-
oped turbulent flow! of Antohe and Lage@2#. The Antohe-Lage
result says nothing about the existence or otherwise of micro-
scopic turbulence, and its failure to do so should not be used as
negative criticism of the model.

Moreover, it would have been advantageous to Nakayama and
Kuwahara to recognize that the turbulence kinetic energy used in
their own paper defined as a volume-average of the microscopic
turbulence kinetic energy! is different from that used by Antohe
and Lage~defined as the time-averaging of the square of the
volume-averaged fluid velocity fluctuations!.

This difference has been highlighted by the work of Pedras and
de Lemos@7#, and de Lemos and Pedras@8#. The analysis in these
papers leads to the conclusion that the two approaches, time-
averaging the volume-averaged equations and volume-averaging
the time-averaged equations, lead to similar equations because of
a commutative property of the two averaging operations. The au-
thors explicitly demonstrate~Eq. ~50! in @7#! that there is a differ-
ence between the expressions used to denote turbulent kinetic en-
ergy used in the two classes of models. The Pedras and de Lemos
approach may be regarded as more complete, in a sense, than the

Antohe-Lage approach, because clearly it has regard for pore tur-
bulence and it does say something~but not very much! about large
scale turbulence.

3 Macroscopic Turbulence in a Porous Medium
The author has over a period of some years expressed the view

~Nield @9#, Nield and Bejan@10#! that it is important to distinguish
between turbulence in the pores of a porous medium and turbu-
lence on a macroscopic scale~the global scale, that of the appa-
ratus in an experiment!. For example, Nield~@9#, page 271! wrote
that ‘‘A further consequence of our physical argument is that true
turbulence, in which there is a cascade of energy from large eddies
to smaller eddies, does not occur on a macroscopic scale in a
dense porous medium.’’~The physical argument is presented
again below.! The author believes that subsequent investigations
have shown results that are consistent with the quoted statement.
For example, as Nakayama and Kuwahara@3# highlighted in the
passage quoted above, the model of Antohe and Lage@2# leads to
the conclusion that the only possible steady-state solution for the
case considered by them is zero macroscopic turbulence kinetic
energy.

The model of Nakayama and Kuwahara@3# is concerned with
the effect of turbulence within the pores, and not with true mac-
roscopic turbulence. In particular, their numerical experiments in-
volve a model that is periodic on the pore scale, and this means
that ~as I have already noted! global eddies are ruled out a priori.
On the other hand, the model of Antohe and Lage@2# does deal
with macroscopic turbulence in a sensible fashion. Of course, as
already noted above, the Antohe-Lage model says nothing about
the turbulence within the pores.

This means that we have two classes of models. One class of
models~that includes the Nakayama-Kuwahara model! describes
the effect of turbulence within the pores. The second class, exem-
plified by the Antohe-Lage model, describes turbulence on a glo-
bal scale. For the case of dense porous media~characterized by
small values of the Darcy number, and generally with porosities
less than 0.5! the first class of models will generally be the more
useful for dealing with what turbulence there is, but for the case of
large Darcy number~and in particular for hyperporous materials
~Nield and Lage,@11#! such as metallic foams! the second class of
models will be the more appropriate.

4 Limitations of the Volume-Averaging Approach
At first sight, the method of volume-averaging is a rigorous

procedure, as Travkin et al.@1# claimed it is. It is indeed a rigor-
ous procedure, but only up to the stage at which the system of
equations is closed. In order to make practical progress, approxi-
mations have to be made to evaluate certain integrals, and from
then on the procedure is not rigorous. It is inevitable that physical
information is lost at the closure stage.~See, for example, the
discussion of the ‘‘filter’’ in Sections 1.3.4 and 1.6.4 in Whitaker
@12#.!

In performing the closure one is guided by physical experience.
In other words, the closure process is a semi-empirical matter, and
the usefulness of the final model is critically dependent on the
skill that one employs at the closure stage. This matter is dis-
cussed further in the next section.

5 Modeling Inertial Effects
It is relatively simple to perform averaging over terms that are

linear in the dependent variables, but nonlinear terms, such as the
convective~advective! inertial term (V•¹)V in the Navier-Stokes
equation, cause difficulties.~Here V denotes the fluid velocity.!
Even in the case of laminar flow there has been controversy over
the best way to model inertial effects in a porous medium. There
is agreement that these effects lead to a quadratic drag term, usu-
ally called the Forchheimer drag term, though on historical
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grounds~Lage @5#! it is more accurate to call this the Dupuit-
Forchheimer term. However, there has been disagreement about
the coefficient of this term~Antohe and Lage@13#! and whether or
not one should also include simultaneously a convective inertial
term (v•¹)v indicated by formal volume-averaging~wherev de-
notes the Darcy velocity! in the resulting momentum equation,
when modeling a medium of low porosity~Nield @9#!.

It was noted by Nield@14# that at least the irrotational part of
this term needs to be retained in order to account for the phenom-
enon of choking in the high speed flow of a compressible fluid,
but he suggested that the rotational part, proportional to the intrin-
sic vorticity, be deleted. His argument was based on the expecta-
tion that a medium of low porosity will allow scalar entities like
fluid speed~the magnitude of the velocity! to be freely advected,
but will inhibit the advection of vector quantities like vorticity.
Nield and Bejan@10# went a step further, and suggested that even
when vorticity is being continuously produced~e.g., by buoyancy!
one would expect that it would be destroyed by a momentum
dispersion process due to the solid obstructions.

An argument providing further support for this point of view
will now be presented. There are some subtleties about the effect
of the inertial terms on motion in a porous medium. The power of
the total drag force~per unit volume! is equal to the rate of vis-
cous dissipation~per unit volume!; for a detailed discussion see
Nield @15#. The Forchheimer drag term, although it appears to be
independent of the viscosity, contributes to the viscous dissipa-
tion. The effect of inertia is mediated via a change in the pressure
distribution and the velocity distribution. The flip side of the coin
is that when one closes the system of equations by introducing a
Forchheimer drag term one should not assume that the convective
inertia term that remains in the momentum equation is identical
with that obtained by formal volume-averaging. After integration,
it should lead to the correct expression for the averaged kinetic
energy, which involves the magnitude but not the direction of the
velocity, and this means that the irrotational part of the volume-
averaged convective inertial term must be unchanged, but the ro-
tational part is not determined by the averaging process, and there
is no inconsistency in setting it to zero as part of the closure
process.

In the process of performing the closure after volume-
averaging, it has been traditional to adjust for the contribution to
the overall drag force, that includes a quadratic drag force that has
a specific direction~parallel to the Darcy velocity in the case of an
anisotropic medium!, but to ignore the fact that one also needs to
adjust for the fact that the overall moment of the force system has
to be zero. It is now being suggested that an appropriate adjust-
ment is simply to set to zero the irrotational part of the volume-
averaged convective inertial term.

It has sometimes been claimed that the retention of the convec-
tive inertial term is necessary in order to account for the formation
of hydrodynamic boundary layers in channel flow, and in order to
estimate the entrance length, but this is not correct. The formation
of such layers is primarily due to the action of viscous diffusion,
and the entrance length can be estimated using the time-derivative
inertial term.

6 The Lateral Transfer of Momentum, and Spin-Up in
a Porous Medium

A related matter is the extent to which it is possible to transmit
longitudinal momentum in a transverse direction in a dense po-
rous medium. Nield@9# discussed the case of a special medium in
which the pores consist of channels along thex-, y-, andz- direc-
tions. He pointed out that if one forces fluid to flow down a single
x- channel, that will cause flow along intersectingy- andz- chan-
nels but will not produce any significant flow on the average in
neighboring x-channels. A consequence is that, on physical
grounds, one would expect that it should be difficult to produce
significant motion in the bulk of a porous medium, with a fixed

solid matrix, by moving just a rigid boundary. Rather, one would
expect significant motion to be confined to a thin layer near the
boundary. As Nield@16# showed, by consideration of a fixed cir-
cular cylinder of a porous medium surrounded by a rotating
sleeve, that is indeed the form of motion predicted when one
solves a momentum equation containing the Brinkman term but
with the convective inertial term omitted. On the other hand, if
one includes the convective inertial term then one has an equation
similar to the usual Navier-Stokes equation, and this leads to the
prediction that all the fluid within the porous medium will ulti-
mately be set in motion. As far as the author is aware, no one has
yet performed an experiment in order to test the prediction.

7 The Onset of Turbulence

„i… The Relationship Between Quadratic Drag and Turbu-
lence. The topic of transition to turbulence in porous media is
among the interesting topics reviewed by Masuoka@17#. He refers
in particular to the experimental work discussed by Dybbs and
Edwards@18#, and to his own work reported by Masuoka and
Takatsu@4# and by Takatsu and Masuoka@19#. Nield @20# and
Antohe and Lage@13# have pointed out that the work of Masuoka
and his colleagues is based on a misconception about the identity
of the onset of turbulence and the Forchheimer drag term taking
significantly large values. Antohe and Lage@13# have also empha-
sized the need to use a proper definition of Reynolds number in
characterizing these phenomena.

„ii … The Detection of the Onset of Turbulence. The deter-
mination in an experiment of the critical Reynolds number at
which turbulence appears is not a straightforward matter. In a
personal communication to the author, Dr. J. L. Lage has pointed
out that in a porous medium of conduit type, in which the pore
space consists essentially of tubes of varying cross-section, there
is the possibility of relaminarization, in some portions of the tubes
~after divergence!, of turbulence that appears in other portions
~after convergence!. Ideally, one would like to put probes in the
narrowest part of the tubes, and of course that is difficult in prac-
tice and almost certainly has not been achieved in experiments
reported to date. Also, it should be noted that the appearance of a
signal chaotic in time at a single position is probably an excellent
indication, but not conclusive evidence, of the onset of turbulence.
One needs to observe also what is happening at a neighboring
point in order to be sure that turbulence is occurring.

The Lage argument is based on the fact that, for constant vol-
ume flux through a tube, the mean velocity is inversely propor-
tional to tube cross-section, and hence inversely proportional to
the square of the tube diameter. The local Reynolds number,
which involves the product of the mean velocity and the tube
diameter, is thus inversely proportional to the tube diameter. That
means that in the wider portions of the tube, the local Re value
may drop below the critical value necessary to maintain the tur-
bulent state. In other words, relaminarization may occur. On the
same argument, the onset of turbulence is likely to occur first in
those parts of the channel where the local Re is highest, namely in
the narrowest part of the tubes.

A referee pointed out that while the association between high
local Re and turbulence is appropriate for a tube of constant cross-
section, it might not be applicable to ducts with varying cross-
section. It is known that for high Re flows in aerodynamics, tur-
bulence is seldom encountered except close to solid walls~where
it can be generated!. In converging sections of ducts, fluid layers
close to the solid tend to run faster and flatten the time-averaged
velocity profile. Consequently, less mechanical energy is con-
verted to turbulence, because production of turbulent kinetic en-
ergy is dependent on the mean velocity gradients. In this case, in
accelerated flows, relaminarization may occur. When the flow
crosses an enlargement, layers close to the wall are subjected to a
positive pressure gradient and tend to run slower than the core of
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the flow, and separation may even occur. The referee noted that as
a consequence, turbulence production is enhanced and levels of
turbulent kinetic energy are increased, as found experimentally by
Spencer et al.@21#.

However, it is not clear to the present author to what extent
results for high Re aerodynamics carry over to flow in porous
media, and further investigation is desirable.
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Discussion: ‘‘Alternative Models of
Turbulence in a Porous
Medium, and Related Matters’’ „D. A.
Nield, 2001, ASME J. Fluids
Eng., 123, pp. 928–931…

V. S. Travkin
Mechanical and Aerospace Engineering Department,
UCLA, Los Angeles, CA 90095-1597

The paper which I authored is mentioned first by Prof. Nield [1].
I would like to make some preliminary comments about that citing
in the paper by Nield, because the length of a paper which is
presented to a conference like the 3rd ASME/JSME Fluids Engi-
neering Conference in 1999, is usually restricted to 6 pages. That
is the reason we could not include discussion or critics of other
studies, but focused primarily on our results.
@DOI: 10.1115/1.1413247#

The paper by Antohe and Lage@2#, cited by Prof. Nield, needs
comments on turbulent transport in porous media. The equations
derived by Antohe and Lage in their paper appeared to be based
on a set of phenomenological equations that are themselves the
result of assumptions and simplifications. The development of a
set of equations that are rigorous does not allow one to use cor-
relation based models developed by others that are themselves
based on approximate conceptions of what the physical processes
are dependent on. These models or terms in the equations already
include many observed effects. After all, that was their purpose. It
is inadmissible for one to include such correlations in the Navier
Stokes equations, as was done by Antohe and Lage, because this
results in the effects being included in the governing equations
twice.

A number of serious deficiencies are found in that paper, in-
cluding the following:

1 The authors initial set of equations are based on the assump-
tion that the turbulent fluctuations and fluctuations caused by the
porous medium are of the same nature. They are not, and serious
error can result if they are assumed to be the same.

2 Given the above observation and other issues of develop-
ment, the conclusions presented in the abstract of the paper that
‘‘Among them, this conclusion supports the hypothesis of having
microscopic turbulence, known to exist at high speed flow,
damped by the volume averaging process. Therefore, turbulence
models derived directly from the general~macroscopic! equations
will inevitably fail to characterize accurately turbulence induced
by the porous matrix in a microscopic sense,’’ are not correct.
Before one can reach such conclusions, the derivations of the
equations upon which it is based must be valid.

Regarding the need for approximations mentioned in the first
paragraphs by Prof. Nield, I appreciate and respect the desire to
use approximation, but it must be a correct approximation, sub-
stantiated. When someone derives an incorrect sum of sugges-
tions, model, governing equations and then makes an approxima-
tion of that model-it makes no sense to consider values of this
‘‘approximation.’’

In application to the VAT turbulent transport in porous media,
the words ‘‘in this review...unable to solve completely the closure
problem for the VAT equations’’ are not completely accurate. As a
matter of fact, the papers by Shcherban et al.@3# and Primak et al.
@4# were the first correct studies on VAT in turbulent transport in
porous media. In these studies and others in Russian were first
published two critical features:
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1 basics for turbulent fields decomposition and treatment in
VAT averaging@3#;

2 fundamentals of averaging of nonlinear operators of class
¹•(nT¹$U% f).

Since those two papers with experimental closure of VAT tur-
bulent equations, I have published a number of papers with exact,
rigorous closures~in a general interest morphologies-as capillary
or globular! @5–12#, as well as with approximate closures using
experimental data@6,10,13–17#. In addition, we recently per-
formed experimental studies on micro-heat exchangers, doing for
the first time a data reduction methodology based completely on
VAT @18#. All this is done by using the closure methods.

Over many years I’ve been watching the situation where people
from different countries have proposed developing some ‘‘new’’
theoretical construction for modeling of turbulent transport in po-
rou media. Their papers are published because there is a lack of
advancement and lack of experts in this area. The mathematics
and equations of VAT have yet to become part of a convenient
university knowledge base and are too unfamiliar to understand or
to make a close consideration. It seems one needs to blame the
lack of university education plus not enough volume of solved
problems.

These thoughts were behind the reason and idea of the second
of our presentations at the 3rd ASME/JSME Fluids Engineering
conference, ‘‘A Critique of Theoretical Models of Transport in
Heterogeneous Media,’’@19#. This specifically addressed those is-
sues mostly by criticizing various developments in heterogeneous
and multiphase transport theories and modeling. Returning to the
paper by Prof. Nield, I have no choice but to talk about those
papers and studies that already were addressed in the presentation.
One of them is the previous work by F. Kuwahara and A.
Nakayama@20#.

In this work, the Detailed Micro-Modeling Direct Numerical
Modeling\~DMM-DNM !-solution of 2D problem of uniformly lo-
cated quadratic rods with equal spacing in both directions is de-
livered and analyzed. There the Forchheimer and post-
Forchheimer flow regimes were studied. This work is a good
example of how DMM-DNM goals cannot be accomplished even
if the solution on a microlevel is obtained completely, when the
proper volume averaging theory~VAT ! scaling procedures basics
are not known and applied. The one structural unit periodic cell in
the medium was taken for DMM-DNM. Equations were taken
with constant coefficients and in phase one the VAT equation was
written for the laminar regime as

^m&~rcp! f

]T̃f

]t
1^m&~rcp! f Ũ i¹T̃f

5~rcp! f¹•^2T̂f ûi& f1kf¹¹~^m&T̃f !

1kf¹•F 1

DV E
]Sw

TfdW sG1
kf

DV E
]Sw

¹Tf•dW s. (1)

Adding this equation to the VAT solid phase~second phase! two
temperature equation gives

^m&~rcp! f

]T̃f

]t
1^s2&~rcp!2

]T̃2

]t
1^m&~rcp! f Ũ i¹T̃f

5~rcp! f¹•^2T̂f ûi& f1¹•~kf¹~^m&T̃f !1k2¹~^s2&T̃2!!

1¹•F kf

DV E
]S12

TfdW s11
k2

DV E
]S12

T2dW s2G
1

kf

DV E ]S12
¹Tf•dW s11

k2

DV E
]S12

¹T2•dW s2 (2)

which reduces due to interface fluxes equality to

^m&~rcp! f

]T̃f

]t
1^s2&~rcp!2

]T̃2

]t
1^m&~rcp! f Ũ i¹T̃f

5¹•~kf¹~^m&T̃f !1k2¹~^s2&T̃2!!1~rcp! f¹

•^2T̂f ûi& f1~kf2k2!¹•F 1

DV E
]S12

TfdW s1G (3)

which has two averaged temperaturesT̃f andT̃2 , interface surface
integrated temperatureTf(]S12), and two fields of fluctuations
T̂f(x) andûi(x), assuming that the velocity field is also computed
and known. One will write further the effective conductivity co-
efficients for Eq.~3! and for the one-temperature equation when
the temperature equilibrium is assumed.
In the first case for the weighted temperature

^Tw&5~^m&~rcp! f T̃ f1^s2&~rcp!2T̃2!/wT , (4)

wT5^m&~rcp! f1^s2&~rcp!25const, (5)

equation can be written as

wT

]^Tw&
]t

1^m&~rcp! f Ũ i¹T̃f5¹•~kf¹~^m&T̃f !1k2¹~^s2&T̃2!!

1~rcp! f¹•^2T̂f ûi& f1~kf

2k2!¹•F 1

DV E
]S12

TfdW s1G , (6)

where 3 temperatures are unknown^Tw&,T̃f ,T̃2 , plus interface
surface temperature integralTf(]S12), and fluctuation fieldsT̂f(x)
andûi(x). The effective coefficient of conductivity can be looked
for is

keff
o ^¹Tw&5~kf¹~^m&T̃f !1k2¹~^s&T̃2!!1~rcp! f^2T̂f ûi& f

1~kf2k2!F 1

DV E
]S12

TfdW s1G . (7)

In order to avoid the complicated problem with effective conduc-
tivity coefficient definition in a multi-temperature environment
Kuwahara and Nakayama@20#, while performing the DMM-DNM
for problem of laminar regime transport in porous medium, de-
cided to justify the local thermal equilibrium condition

^T&5^m&T̃f1^s2&T̃25T* 5T̃f5T̃2 (8)

which greatly changes the one effective temperature equation.
This equation becomes simpler with only one unknown tempera-
ture T* and variable fieldT̂f and writes as

~^m&~rc! f1^s2&~rcp!2!
]T*

]t
1^m&~rcp! f Ũ i¹T*

5¹•~kf¹~^m&T* !1k2¹~^s2&T* !!1~rcp! f¹^2T̂f ûi& f

1~kf2k2!¹•F 1

DV E
]S12

TfdW s1G , (9)

as the variable temperature and velocity fluctuation fieldsT̂f and
ûi should be known, although this is a problem. As long as the
definition of effective conductivity coefficient is

keff* ^¹T* &5kf¹~^m&T* !1k2¹~^s2&T* !1~rcp! f^2T̂f ûi& f

1~kf2k2!F 1

DV E
]S12

TfdW s1G , (10)

then the effective conductivity can be calculated subject to known
T* , T̂f , Tf , andûi . One important issue here also is how is the
temperature fluctuationT̂f being calculated? By using the correct
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phase temperatureTf of calculating the difference withT* ? At the
same time, an important issue is that in DMM-DNM, the assump-
tion of thermal equilibrium has no sense at all, as long as the
problem has been already calculated as a two temperature prob-
lem. In this situation it is not clear what kind of temperature was
used in the calculations of VAT terms and assessments of charac-
teristics. If one temperature was used it was used instead of the
already calculated two temperatures, which would be preferred.
To further perform the correct estimation or calculation of effec-
tive characteristics, one needs to know what are those character-
istics, in terms of definition and mathematical description of the
model?

This is one more place where the DMM-DNM as it is per-
formed now is in trouble if it does not comply with the hierarchi-
cal theory derivations and conclusions as the VAT. As shown
above, only the requirement of thermal equilibrium warrants the
equality of steady-state and transient effective conductivities in a
two-phase medium. Consequently, if taken correctly the two-
temperature model will cause more trouble in treatment and even
interpretation of the needed bulk, averaged temperature~as long
as this problem is already known and treated in nonlinear and
temperature dependent situations!, and corresponding effective
conductivity coefficient~s!.

Thus, comparing the two effective conductivity coefficients Eq.
~7! and Eq.~10!, one can assess the difference in the second term
form and consequently, the value of the computed coefficients.
Comparing the expressions for one equilibrium temperature and
one effective weighted temperature, as well as for their effective
conductivity coefficients, one can also observe the great imbal-
ance and inequality in their definitions and computations.

Summarizing the application of DMM-DNM laminar regime
approach by Kuwahara and Nakayama@20#, it can be said that it is
a questionable procedure to make an assumption of equilibrium
temperatures when the problem was stated and computed as via
DNM for two temperatures. In the calculation of the effective
coefficients of conductivity, stagnant thermal conductivityke ; tor-
tuosity molecular diffusionktor ; and thermal dispersionkdis , Ku-
wahara and Nakayama used the questionable procedure for calcu-
lation of the latter two coefficients. They used a one cell~REV!
computation for surface and fluctuation temperatures for the peri-
odic morphology of the medium, and at the same time they used
the infinite REV definition for the effective temperature gradient
for their calculation. That results in the mixture of two different
scale variables in one expression for effective characteristics. This
is an inconsistency and if used consciously it should be stated
explicitly, because it alters the results.

Returning to the question of the correct approach to turbulent
transport modeling in a heterogeneous environment, I would point
out that the first to really address the problem were not workers in
fluid mechanics~those primarily diagnosed the problem!, but in
meteorology and particularly in agro-meteorology@3,4,8#. One
who is interested in the field should also read first the book by
Monin and Yaglom@21# who are primarily meteorologists. In that
book, substantial discussion is provided on the subject of equa-
tions of kinetic energy and dissipation rate when a group of ob-
stacles are encountered in a flow.

Nield states, ‘‘It is the view of the present author that Nakayma
and Kuwahara@22# have presented clearly and forcefully their
case that their model is superior to that of Antohe and Lage@2#,
and in many respects their paper is admirable.’’ I just want to
agree with this remark by Nield about the paper of Antohe and
Lage, and at the same time I am not surprised by the comment of
Prof. Nield on the paper by Nakayma and Kuwahara@22#. The
reason is still the same. There is no understanding of the correct
averaging theory and the correct VAT equations for nonlinear
problems to which those averaging operators have been applied.

Furthermore, I need to make some shorter remarks on this pa-
per @22#. One of the biggest problems with this kind of model and
a similar one by Masuoka and Takatsu@23#, is that the authors

cannot do the correct averaging of the right-hand side of the equa-
tions. Those equations are highly nonlinear, on both sides. The
theory of half-linear conservative equations averaging is well de-
veloped in the studies by Prof. S. Whitaker, yet these authors do
not refer to his work, in spite of the fact that most of their equa-
tions were developed by Whitaker many years ago and are known
to a reading public.

Nakayama and Kuwahara@22# do averaging which we find
questionable even in the brackets of laminar equations averaging
technique. For example, they apply intrinsic averaging to vectorial
functions equations. Further, in the averaged momentum equation
~11! on p. 428 they incorrectly define the second

]

]xj
F ~n1n t!S ]$ūi% f

]xj
1

]$ū j% f

]xi
D G ,

and the third terms in r.h.s.
In the averaged equation of fluid temperature~15! they incor-

rectly derived the first

]

]xj
F S kf1

r fcp fn t

sT
D S ]$T̄% f

]xj
D G ,

the second and third r.h.s. terms; in the equation of solid tempera-
ture~16! the second r.h.s. term is incorrect; in the averaged kinetic
energy$k% f equation~20! incorrect are-the first, second, fourth
and fifth r.h.s. terms and in the dissipation rate$«% f equation
~21!-the first, second, third, fourth and fifth r.h.s. terms are incor-
rect.

In their further development, these authors used those equations
for numerical solution through the DMM-DNM to assess the
value of turbulent viscosity of the 2D square rod medium in a
cross-flow. Also, they applied a thermal equilibrium condition.

Prof. Nield is right when he speaks out about the frivolous
change of a few additional terms in the right-hand side for the
Darcy-Forchheimer like terms. This action is so often undertaken
in many papers, and is one which is incorrect.

When Nield is writing about the interaction between fluctuating
quantities and the solid matrix of the porous medium, he should
be referring only to models by Masuoka-Takatsu@23# and
Nakayama-Kuwahara@22#, because this aspect is naturally
dropped from their models. That is not relevant to the theory
published by Travkin and co-authors. It is necessary to note that
the statement about ‘‘global eddies are ruled out a priori’’ is inac-
curate with respect to the theory published by Travkin and co-
authors. There is no limitation by periodicity in this theory, but
vice versa. Both scale fluctuations are allowed to exist: fluctua-
tions for turbulence within the pore which is controlled by the
pore and fluctuations of the upper scale which are controlled by
the whole morphology of the medium. That means that the models
of Nakayama and Kuwahara, Masuoka and Takatsu and those by
Travkin and co-authors are not of the same type, as Prof. Nield
writes.

In Section 4 we read about closure of the averaged equations.
Prof. Nield seems to have knowledge that this closure happened to
be provided only on the basis of substitution by experimental data
~which is still highly reliable method as long as the data reduction
is done correctly!. This statement is not credible. When the clo-
sure is provided on a rigorous basis, which is actually done in
some of our works@@5,7,15,24#, etc.#, there is no question at all
about the correct form of the final governing equations. It is not to
say that the closure problem for the VAT equations is solved com-
pletely. Of course, it is not even close to a final determination, but
the ways and means already have substantial progress.

I question the statement ‘‘It is inevitable that physical informa-
tion is lost at the closure stage.’’ I would say that, on the contrary,
every detail of the microscale process can be preserved and serve
as an input to the upper scale model if the closure is provided
correctly, which we addressed in a few papers. In VAT closure
modeling, there exists the situation when there are few method-
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ologies to close the additional integral, integro-differential and
differential terms in VAT equations. The most widely known and
used is the method of linear approximation of fluctuation vari-
ables, introduced first and developed by S. Whitaker. The methods
used in studies by Travkin and co-authors@3,4,7,10,13,24–28# are
those one can use with either the two-scale modeling or experi-
mentally obtained coefficients, for example, of resistance and heat
transfer. I would not say that it is a ‘‘semi-empirical matter.’’
Some of the considerations and analysis by Prof. Nield on closure
problems seem to be from guessing, because the process of clo-
sure of VAT equations, and even the existence of some terms
which should be closed in nonlinear and turbulent transport equa-
tions, is unknown to most of authors whose papers we are discuss-
ing here.

As to the developments by Pedras, de Lemos and co-authors
mentioned by D. Nield, I would like to make a few comments on
the question of the transposition~commutativeness! of Volume-
Time averaging or Time-Volume averaging. It appears from the
papers co-authored by de Lemos that this question is settled in a
favor of the transposability of the components of two sequences.
Many factors would contradict this, for example:

1 REV ~volume! averaging of Navier-Stokes equations with
the large Re>5•102 in porous media makes no sense~turbulence
already appeared!.

2 The closure, the solution of those lower scale turbulent equa-
tions in basic much more simple geometries is a huge area of
research at the present time in the field of turbulence theory. Tens
~if not hundreds! of people throughout the world are dying to find
some meaningful clues. And this would be only a fraction of the
problem in scaled VAT description.

3 The time averaging in turbulence modeling is connected to
domain averaging. When the consequence of time→volume aver-
aging changed for volume→time averaging, then to what domain
and to what field should Reynolds averaging be applied? It is like
mixing the heat and mass transport in one ‘‘physical’’ process-
saying ‘‘we have the heat-mass transport averaging (T1C).’’
Mathematically it is possible, but what is the sense of that physics
averaging? It means also that the enormous amount of knowledge
and advancements obtained in turbulence theory could not be used
because they would not be applicable to problems formulated with
(volume→time) averaging in porous medium.
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D. A. Nield

I thank Dr. Travkin for his thoughtful discussion. I am happy to
leave it to readers to decide which of his claims have merit, and I
hope that these publications will inspire increased interest in the
topic throughout the fluids engineering community.

934 Õ Vol. 123, DECEMBER 2001 Copyright © 2001 by ASME Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Marcelo J. S. de Lemos
Mem. ASME

Departamento de Energia—IEME,
Instituto Tecnológico de Aeronáutica–ITA,
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Recent Mathematical Models for
Turbulent Flow in Saturated Rigid
Porous Media
Turbulence models proposed for flow through permeable structures depend on the order
of application of time and volume average operators. Two developed methodologies,
following the two orders of integration, lead to different governing equations for the
statistical quantities. The flow turbulence kinetic energy resulting in each case is different.
This paper reviews recently published mathematical models developed for such flows. The
concept of double decomposition is discussed and models are classified in terms of the
order of application of time and volume averaging operators, among other peculiarities.
A total of four major classes of models are identified and a general discussion on their
main characteristics is carried out. Proposed equations for turbulence kinetic energy
following time-space and space-time integration sequences are derived and similar terms
are compared. Treatment of the drag coefficient and closure of the interfacial surface
integrals are discussed.@DOI: 10.1115/1.1413243#

Introduction
On the basis of the pore Reynolds number, Rep , the literature

recognizes distinct flow regimes in porous media spanning from
creeping flow (Rep,1) to fully turbulent regime (Rep.300).
The mathematical treatment for high Reynolds flow has given rise
to interesting discussions in the literature and remains a contro-
versial issue.

For Rep less than about 150, traditional analysis of flow in
porous media~Darcy @1#, Forchheimer@2#, Brinkman @3#, Ward
@4#, Whitaker @5#, Bear @6#, Vafai and Tien@7#! makes use of a
Representative Elementary Volume~REV! for which transport
equations are written. When the pore Reynolds number is greater
than about 300, turbulence models in the literature follow two
approaches. In the first one~Lee and Howell@8#, Wang and Takle
@9#, Antohe and Lage@10#, Getachew et al.@11#!, governing equa-
tions for the mean and turbulent field are obtained by time-
averaging the volume-averaged equations. We shall refer to those
as A-L models. In the second methodology~Masuoka and Takatsu
@12#, Kuwahara et al.@13#, Kuwahara and Nakayama@14#,
Takatsu and Masuoka@15#, Nakayama and Kuwahara@16#!, a
volume-average operator is applied to the local time-averaged
equation. Here, this second approach is named N-K model. A
morphology-based closure has also been suggested~Travkin and
Catton @17#, Travkin et al.@18#, Gratton et al.@19#, Travkin and
Catton@20#, Travkin and Catton@21#, Travkin et al.@22#! based on
the Volume Average Theory. Use of such methodology, however,
is regarded by many as of little practical use in engineering appli-
cations~Lage @23#, p. 23!. This third class of model will be here
referred to as T-C approach. In the literature, all of these method-
ologies lead to different governing equations.

Motivated by the foregoing discussion, a preliminary proposal
for a turbulence model for porous material was established~Pe-
dras and de Lemos@24#!. Then, a study on the different views in
the literature has lead to the proposition of thedouble-
decompositionidea~Pedras and de Lemos@25#! and to subsequent
development of the earlier preliminary model~Pedras and de Le-
mos@26#!. The double-decomposition concept led to a better char-
acterization of the flow turbulent kinetic energy~Pedras and de
Lemos@27#! and was a step before detailed numerical solution of

the flow equations were carried out~Pedras and de Lemos@28#!.
Calculations were needed for adjusting the model and considered
either the high Rek-e closure~Rocamore and de Lemos@29#! as
well as the Low Reynolds version of it~Pedras and de Lemos
@28#!. Full documentation of the modeling steps is detailed in de
Lemos and Pedras@30#, and Pedras and de Lemos@25#.

Heat transfer analysis was also the subject of additional re-
search~Rocamora and de Lemos@31,32#!. One of the main moti-
vations for this development was the ability to treat hybrid com-
putational domains with a single mathematical tool. Hybrid
systems have been calculated for the flow field~de Lemos and
Pedras@33#!, for nonisothermal recirculating flows in channels
past a porous obstacle~Rocamora and de Lemos@34,35#! and
through a porous insert~Rocamora and de Lemos@36,37#!.

More specifically, in the work of Pedras and de Lemos@25,27#,
it was shown that the order of application of time and volume
average operators was immaterial in regard to the final equations
obtained for the mean flow. However, when obtaining a macro-
scopic transport equation for the turbulent kinetic energy, the or-
der of application of averages will imply in a different quantity
being transported. This is because there is an additional math-
ematical operation needed for forming the turbulent kinetic en-
ergy. This operation consists in the scalar product of the fluctuat-
ing velocity by its own transport equation. When this scalar
product is taken after the volume integration process, as in A-L
models ~Lee and Howell@8#, Wang and Takle@9#, Antohe and
Lage @10#!, the quantity undergoing time integration is^u8& i

•^u8& i . Here, differently from the case of the mean flow equa-
tions, the two domains of integration are no longer independent of
each other. On the other hand, when proceeding with the scalar
product first at the microscopic level, with the N-K approach, a
different variable is subjected to time integration (u8•u8) ~Ma-
suoka and Takatsu@12#, Kuwahara et al.@14#, Kuwahara and Na-
kayama@13#, Takatsu and Masuoka@37#, Nakayama and Kuwa-
hara @16#!. In this second method, according to Pedras and de
Lemos @27#, a broader form of the turbulence kinetic energy is
obtained and all microscopic effects are considered.

The objective of this paper is to classify and compare turbu-
lence models for porous medium presented in the literature~de
Lemos@38#!. Proposed equations for the turbulent kinetic energy
are rewritten in light of the double decomposition concept of Pe-
dras and de Lemos@27# and the interrelationship between corre-
spondent terms is discussed~de Lemos and Pedras@39#!. Weak-
ness and advantages of these two methodologies are discussed in

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
January 18, 2001; revised manuscript received August 8, 2001. Associate Editor: L.
Mondy.

Copyright © 2001 by ASMEJournal of Fluids Engineering DECEMBER 2001, Vol. 123 Õ 935

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



an attempt to assess their practical use in engineering computa-
tion. It is expected that the contribution herein provide some in-
sight to turbulence modelers devoted to analyze engineering sys-
tems and environmental flows which can be modeled as a porous
structure having a fluid flowing in turbulent regime.

Macroscopic Fluctuating Velocity
The derivation to follow has been presented in de Lemos and

Pedras@39#. To the best of the authors’ knowledge, an equation for
the volume-average velocity fluctuation was there derived, for the
first time, in light of the double-decomposition concept of Pedras
and de Lemos@40#. For clarity, some basic relationships from the
double-decomposition idea are here included.

Double Decomposition. For a general fluid property,w, the
intrinsic and volumetric averages are related through the porosity
f as ~Bear @6#!,

^w& i5
1

DVf
E

DVf

wdV;^w&v5f^w& i ;f5
DVf

DV
(1)

whereDVf is the volume of the fluid contained inDV. The prop-
erty w can then be defined as the sum of^w& i and its spatial
variation within the REV,iw, as~Whittaker @5#!,

w5^w& i1 iw (2)

Time fluctuations have to be considered when turbulence ef-
fects are of concern. The microscopic time-averaged equations are
obtained from the instantaneous microscopic equations. For that,
the time-average value of property,w, associated with the fluid is
given as:

w̄5
1

DtEt

t1Dt

wdt (3)

whereDt is the integration time interval. The instantaneous prop-
erty, w, can be defined as the sum of the time average,w̄, plus the
fluctuating component,w8:

w5w̄1w8 (4)

From the work of Pedras and de Lemos@27#, and Rocamora and
de Lemos@32#, one can write for any flow propertyw, combining
decompositions~2! and ~4!,

^w&85^w̄& i (5)

^w& i 85^w8& i (6)

i w̄5 iw (7)

Leading a full variable decomposition as~Pedras and de Lemos
@40,41#!:

w5^w̄& i1^w8& i1 i w̄1 iw8
(8)

5^w& i1^w& i 81 iw 1 iw8

Equation~8! comprises thedouble decompositionconcept used in
the development to follow. One should point out that~8! refers to
any medium property over which the volume and time averaging
operators are simultaneously applied. It is not restricted to fluid
flow problems~e.g., compressible or incompressible, viscous or
inviscid!. Characterization of macroscopic fluctuation tempera-
tures could well use the idea embodied in~8!. The only limitation
is the independence oftime and spaceintegration domains and,
therefore, swelling, shrinking, or vibrating media are not consid-
ered within this frame work~see Pedras and de Lemos@25,27# for
a discussion on the limitations of Eq.~8!!. With these ideas in
mind, an equation for macroscopic velocity fluctuations is shown
next.

Macroscopic Velocity Fluctuation. The starting point for an
equation for the flow turbulent kinetic energy is an equation for
the microscopic velocity fluctuationu8. Such a relationship can be
written after subtracting the equation for the mean velocityū from
the instantaneous momentum equation, resulting in~Hinze @42#,
Warsi @43#!:

rH ]u8

]t
1¹•@ ūu81u8ū1u8u82u8u8#J 52¹p81m¹2u8.

(9)

Now, the volumetric average of~9! will give,

r
]

]t
~f^u8& i !1r¹1$f@^ūu8& i1^u8ū& i1^u8u8& i2^u8u8& i #%

52¹~f^p8& i !1m¹2~f^u8& i !1R8 (10)

where,

R85
m

DVEAi

n•~¹u8!dS2
1

DVEAi

np8dS (11)

is the fluctuating part of the total drag due to the porous structure.
Expanding further the divergent operator in~10! in light of ~8!,

one ends up with an equation for^u8& i as,

r
]

]t
~f^u8& i !1r¹•$f@^ū& i^u8& i1^u8& i^ū& i1^u8& i^u8& i

1^ i ūiu8& i1^ iu8 i ū& i1^ iu8 iu8& i2^u8& i^u8& i2^ iu8 iu8& i #%

52¹~f^p8& i !1m¹2~f^u8& i !1R8 (12)

Macroscopic Turbulent Kinetic Energy
The objective of this section is to derive both transport equa-

tions for km and ^k& i in order to compare similar terms.

Equation for kmÄŠu8‹ i "Šu8‹ i Õ2. From the instantaneous mi-
croscopic continuity equation for a constant property fluid one
has,

¹•~f^u& i !50⇒¹•@f~^ū& i1^ū8& i !#50 (13)

with time average,

¹•~f~ ū& i !50 (14)

From ~13! and ~14! one verifies that,

¹•~f^u8& i !50 (15)

Taking the scalar product of~10! by ^u8& i , making use of~13!-
~14!-~15! and time averaging it, an equation forkm will have for
each of its terms~note thatf is here considered as independent of
time!:

r^u8& i
•

]

]t
~f^u8& i !5r

]~fkm!

]t
(16)

r^u8& i
•$¹•~f^ūu8& i !%5r^u8& i

•$¹•@f^ū& i^u8& i1f^ i ūiu8& i #%

5r¹•@f^ū& ikm#

1r^u8& i
•$¹•@f^ i ūiu8& i #% (17)

r^u8& i
•$¹•~f^u8ū& i !%5r^u8& i$¹•@f~u8& i^ū& i1f^ iu8 i ū& i #%

5rf^u8& i^u8& i :¹^ū& i

1r^u8& i
•$¹•@f^ iu8 i ū& i #% (18)
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r^u8& i
•$¹•~f^u8u8! i !%

5r^u8& i
•$¹•@f^u8& i^u8& i1f^ iu8 iu8& i #%

5r¹•Ff^u8& i ^u8& i
•^u8& i

2
G1r^u8& i

•$¹•@f^ iu8 iu8& i #% (19)

r^u8& i
•$¹•~2f^u8u8& i !%50 (20)

2^u8& i
•¹~f^p8& i !52¹•@f^u8& i^p8& i # (21)

m^u8& i
•¹2~f^u8& i !5m¹2~fkm!2rfem (22)

^u8& i
•R8[0 (23)

where em5n¹^u8& i :(¹^u8& i)T. In handling ~21! the porosityf
was assumed to be constant only for simplifying the manipulation
to be shown next. This procedure, however, does not represent a
limitation in deriving a general form transport equation forkm
since term~21! will require further modeling.

Another important point is the treatment given to the scalar
product shown in~23!. Here, a different view from the work in the
Lee and Howell@8#, Wang and Takle@9#, Antohe and Lage@10#,
and Getachewa et al.@11#, is considered. The fluctuating drag
form R8 acts through the solid-fluid interfacial area and, as such,
on fluid particles at rest. The fluctuating mechanical energy rep-
resented by the operation in~23! is not associated with any fluid
particle movement and, as a result, is here considered to be of null
value. This point shall be further discussed later in this paper.

A final equation forkm gives,

r
]~fkm!

]t
1r¹•@f^ū& ikm#

52r¹•H f^u8& iF ^p8& i

r
1

^u8& i
•^u8& i

2
G J

1m¹2~fkm!2rf^u8& i^u8& i :¹^ū& i2rfem2Dm (24)

where

Dm5r^u8& i
•$¹•@f~^ i ūiu8& i1^ iu8 i ū& i1^ iu8 iu8& i !#% (25)

represents the dispersion ofkm given by the last term on the right
of ~17!, ~18!, and~19!, respectively. Interesting to point out is that
this term can be both of negative or positive sign.

The first term on the right of~24! represents the turbulent dif-
fusion ofkm and is normally modeled via a diffusion-like expres-
sion resulting for the transport equation~Antohe and Lage@10#,
Getachewa et al.@11#!,

r
]~fkm!

]t
1r¹•@f^ū& ikm#

5¹•Fm1
m tm

skm

¹~fkm!G1Pm2rfem2Dm (26)

where

Pm52rf^u8& i^u8& i :¹^ū& i (27)

is the production rate ofkm due to the gradients of the macro-
scopic time-mean velocitŷū& i .

Lee and Howell@8#, Wang and Takle@9#, Antohe and Lage@10#,
and Getachewa et al.@11#, made use of the above equation forkm

considering forR8 ~11! the Darcy-Forchheimer extended model
with macroscopic time-fluctuation velocitieŝu8& i . They have
also neglected all dispersion terms that were here grouped intoDm
~25!. Note also that the order of application of both volume- and

time-average operators in this case cannot be changed. The quan-
tity km is defined by applying first the volume operator to the
fluctuating velocity field.

Equation for Šk‹ iÄŠu8"u8‹ i Õ2. The other procedure for
composing the flow turbulent kinetic energy is to take the scalar
product of ~9! by the microscopic fluctuating velocityu8. Then
applying both time and volume-operators for obtaining an equa-
tion for ^k& i5^u8•u8& i /2. It is worth noting that in this case the
order of application of both operations is immaterial since no
additional mathematical operation~the scalar product! is con-
ducted in between the averaging processes. Therefore, this is the
same as applying the volume operator to an equation for the mi-
croscopick.

The volumetric average of a transport equation fork has been
carried out in detail by de Lemos and Pedras@30#, and Pedras and
de Lemos@40#, and for that only the final resulting equation is
here presented. It reads,

rF ]

]t
~f^k& i !1¹•~ ūD^k& i !G

5¹•F S m1
m tf

sk
D ¹~f^k& i !G1Pi1Gi2rf^e& i (28)

where

Pi52r^u8u8& i :¹ūD (29)

Gi5ckrf
^k& i uūDu

AK
(30)

are the production rate of^k& i due to mean gradients of the seep-
age velocity and the generation rate of intrinsick due to the pres-
ence of the porous matrix. As mentioned, Eq.~28! has been pro-
posed by Pedras and de Lemos@40#, where more details on its
derivation can be found. The constantck was numerically deter-
mined in Pedras and de Lemos@41,44# for different media and for
a wide range of porosity and Reynolds numbers. In spite of having
distinct cases, a unique value of 0.28 was found to be suitable for
most calculations.

Comparison of Macroscopic Transport Equations. A com-
parison between terms in the transport equation forkm and ^k& i

can now be conducted. Pedras and de Lemos@27# have already
shown the connection between these two quantities as being,

^k& i5^u8•u8& i /25^u8& i
•^u8& i /21^ iu8• iu8& i /25km1^ iu8• iu8& i /2

(31)

Expanding the correlation forming the production termPi by
means of~2!, a connection between the two generation rates can
also be written as,

Pi52r^u8u8& i :¹ūD52r~^u8& i^u8& i :¹ūD1^ iu8 iu8& i :¹ūD!

5Pm2r^ iu8 iu8& i :¹ūD (32)

One can note that all production rates ofkm due to the mean flow
constitutes only part of the general production rate responsible for
maintaining the overall level of̂k& i .

The dissipation rates also carry a correspondence if one
expands

^e& i5n^¹u8:~¹u8!T& i

5n^¹u8& i :@^¹u8& i #T1n^ i~¹u8!: i~¹u8!T& i

5
n

f2
¹~f^u8& i !:@¹~f^u8& i !#T1n^ i~¹u8!: i~¹u8!T& i

(33)

Considering further constant porosity,
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^e& i5em1n^ i~¹u8!: i~¹u8!T& i (34)

Equation~34! indicates that an additional dissipation rate is nec-
essary to fully account for the energy decay process inside the
R.E.V. It is worth noting that~31!, ~32!, and~34! seems to suggest
that models considerinĝk& i are by far more complete than theo-
ries based onkm .

General Classification of Turbulence Models for Porous
Media

Based on the derivations above, one can establish a general
classification of the models presented so far in the literature~de
Lemos@38#!. Table 1 classifies all proposals into four major cat-
egories. These classes are based on the sequence of application of
averaging operators, on the handling of surface integrals and on
the application reported so far.

The A-L models make use of transport equations forkm

5^u8& i
•^u8& i /2 instead of^k& i5^u8•u8& i /2. Consequently, this

methodology applies only time-averaging procedure to already es-
tablished macroscopic equations~see for example Hsu and Cheng
@45#, for macroscopic equations!. In this sense, the sequence
space-timeintegration is employed and surface integrals are not
manipulated since macroscopic quantities are the sole independent
variables used. Application of this theory is found in Chan et al.
@46#.

N-K models constitute the second class of models here com-
piled. It is interesting to mention that Masuoka and Takatsu@12#,
assumed a non-null value for the turbulent shear stress,
St52ru8u8, along the interfacial areaAi in their Eq.~11!. With
that, their surface integral*Ai

St•ndA was associated with the
Darcy flow resistance term. Yet, using the Boussinesq approxima-
tion as in their Eq.~7!, St52m tD2(2/3)kI , one can also see that
both m t andk will vanish at the surfaceAi , ultimately indicating
that the surface integral in question is actually equal to zero. Simi-
larly, Takatsu and Masuoka@15#, assumed for their surface inte-
gral in Eq. ~14!, *Ai

d•ndA, a non-null value whered5(m/r

1m t /skr)¹k. Here also it is worth noting that¹k5u8•(¹u8)T

and that, at the interfaceAi , ¹k50 due to the non-slip condition.
Consequently, also in this case the surface integral ofd overAi is
of zero value. In regard to the average operators used, N-K mod-
els follow thetime-spaceintegration sequence. Calibration of the
model required microscopic computations on a period cell of

square rods. Macroscopic results in a channel filled with a porous
material was also a test case run by Nakayama and Kuwahara
@16#.

The work developed in a series of papers using a morphology-
oriented theory is here group in the T-C model category shown in
Table 1. In this morphology-based theory, surface integrals result-
ing after application of volume-average operators depend on the
media morphology. Governing equations set up for turbulent flow,
although complicated at first sight, just follow usual volume inte-
gration technique applied to standardk-e and k-L turbulence
models. In this sense, time-space integration sequence is followed.
No closure is proposed for the unknown surface integrals~and
morphology parameters! so that practical applications of such de-
velopment in solvingreal-world engineering flows is still a chal-
lenge to be overcome. Nevertheless, the developed theory seems
to be mathematically correct even though additionalad-hocinfor-
mation is still necessary to fully model the remaining unknowns
and medium-dependent parameters.

Lastly, the model group named P-dL uses the recently devel-
oped double-decompositiontheory just reviewed above. In this
development, all surface integrals involving null quantities at in-
terfaceAi are neglected. The connection between space-time and
time-space theories is made possible due to the splitting of the
dependent variables into four~rather than two! components, as
expressed by Eq.~8!. For the momentum and energy equations,
the double-decomposition approach has proven that either time-
space or space-time order of application of averaging operators is
immaterial. For the turbulence kinetic energy equation, however,
the order of application of such mathematical operators will define
different quantities being transported~Pedras and de Lemos@27#,
Rocamora and de Lemos@32#!. Microscopic computation on a
periodic cell of circular~Pedras and de Lemos@41#! and elliptic
~Pedras and de Lemos@47#! rods were used in order to calibrate
the proposed model. Pedras and de Lemos@40# further presented
macroscopic computations for flow in a channel filled with a po-
rous material. Further results for hybrid domains~porous medium-
clear fluid! are found in de Lemos and Pedras@33# and Rocamora
and de Lemos@34–36#!.

Discussion and Conclusions
This paper presented the two views in the literature for charac-

terizing the turbulence kinetic energy for flow in porous media.
The two transport equations where derived in light of the double

Table 1 Classification of turbulence models for porous media.
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decomposition concept and a comparison between the production
and dissipation terms are presented. A general classification of all
models published so far was established. The discussion below
further compares the two views in the literature.

In the path followed by Lee and Howell@8#, Wang and Takle
@9# and Antohe and Lage@10#, the drag termR was represented by
a Darcy-Forchheimer extended model in its usual form,

R52Fmf

K
uD1

cFfruuDuuD

AK
G (35)

wherecF is a constant. Time decomposition was then applied to
the Darcy velocity in~35! and the 4th, 5th, 6th, and 8th terms in
the divergent of~12! were neglected. A few comments on this
methodology for setting up a transport equation for the flow ki-
netic energy seems timely.

The Darcy-Forchheimer extended model is based on average
values obtained after comparing bulk flow rates to bulk pressure
drops across beds of saturated media. It compares, accordingly,
time-averaged quantities although a fluctuating component for the
macroscopic velocity is defined and has been used throughout the
development shown above. Applying then a time-decomposition
operation to~35! in order to represent extra turbulent kinetic en-
ergy for the flow in a porous matrix seems to neglect the fact that
such terms were proposed based on ‘‘time-independent’’ quanti-
ties. Accordingly, Eq.~35! seems to be a model for thetime-mean
drag rather than for theinstantaneousforce ~11!.

Also, one interesting point in the development of an equation
for km is the treatment given to the scalar product~23!. This term
represents the statistical value of the fluctuating mechanical en-
ergy associated with the fluctuating dragR8 given by ~11!. The
fluctuating dragR8, although different from zero, acts through the
solid-fluid interfaceAi and, as such, on fluid particles ‘‘at rest.’’
As a consequence, this force should not contribute to producing
mechanical energy within the flow.

Accordingly, the work done by a force acting on a particle
moving along a certain distance is the scalar product of this force,
F, by the distance,dr , such as

dW5F•dr (36)

The work rate or power is then defined as,

Ẇ5
dW

dt
5F•

dr

dt
5F•u (37)

or say, in Eq.~37! u is the velocity of the particle on which the
force F is being applied.

Following Bird et al.@48#, the microscopic~local and instanta-
neous! mechanical energy equation is obtained starting with the
momentum Cauchy equation,

r
Du

Dt
5¹•T1rg (38)

whereT is the stress tensor. All terms in~38! represent forces per
unit volume acting on a fluid element having velocityu. Follow-
ing the concept embodied in~37!, the mechanical energy pro-
duced by each one of these forces is given by the scalar product of
~38! and the local velocityu,

r
D

Dt S 1

2
u2D5u•¹•T1u•rg (39)

It is clear to see that all terms in~39! vanish due to the non-slip
condition at a solid stagnant wall. Text books in Fluid Mechanics
~e.g., Bird et al.@48#, Fox and McDonald@49#! comment that in
the neighborhood of a fluid particle, stagnant solid walls cannot
promote mechanical energy. Or say, solid walls can only generate
mechanical energy within the flow if the wall itself is moving
~e.g., a rotating turbine blade!. By means of~37!, this mechanical
energy would be given by the scalar product of the force exerted

by the wall on the fluid and the fluid particle velocity~or the
velocity of the fluid particle in contact to the moving wall!.

It is also clear that boundary forces modify the fluid pressure
field, which, in turn, modifies fluid velocity and then the mechani-
cal energy within the flow. However, the momentum equation in
its differential form considers only the forces acting in the vicinity
of a moving particle. At walls, there is no fluid movement except
in the case of moving surfaces. Following this line of thought, no
term derived from~35! could then contribute to either increase or
decrease the overall value of the flow turbulent kinetic energy. An
exception would be a moving~vibrating! porous structure and, in
this case, energy would be added to the fluid. It is recognized,
however, that additional terms in thek-equation due to the solid
structure are necessary~Nakayama and Kuwahara@16#!. Different
proposals are made in the literature and recent work in this area is
expected to improve current model assumptions~Pedras and de
Lemos@27#!.

Also, for a homogeneous, fully-developed unidimensional flow
through a porous bed, all terms appearing in thekm-equation and
originated from the time decomposition of Darcy-Forchheimer ex-
tended model will be negative~note that all drag forces in~35! are
‘‘negative’’ and will lead to ‘‘sink’’ terms in thekm-equation!. As
a consequence, the only possible solution for this case will be
km50. This, in fact, was the conclusion reached by Antohe and
Lage @10#. However, Nakayama and Kuwahara@16#, points out
that for this same situation a certain level of turbulent kinetic
energy must stay as long as the presence of porous matrix keeps
generating it. This disagreement could be explained based on the
fact that each work talks about a different quantity (km and^k& i).
For flow in such infinite medium, the only generating mechanism
is given by termGi in ~28! causing a non-null value for^k& i . This
would be equivalent to considering the decay of turbulence behind
a grid and analyzing the porous structure as a sequence of closely
packed grids. Thus, mechanical energy continuously extracted
from the mean flow, by gradients ofmicroscopicvelocity, feeds
the macroscopic turbulence field. This mechanism is modeled by
the generating termGi . On the other hand, the production
P-terms in~32!, for both k forms, will be zero due to null gradi-
ents of themacroscopicmean velocity.

Applying this same reasoning to the macroscopic momentum
equation including body forces~Hsu and Cheng@45#!,

rF ]

]t
~f^u& i !1¹•~f^uu& i !G
52¹~f^p& i !1m¹2~f^u& i !1frg1R (40)

where

R5
m

DVEAi

n•~¹u!dS2
1

DVEAi

npdS (41)

one verifies that the five first terms represent forces acting on fluid
particles whose macroscopic mean velocity is given by^u&n or
f^u& i . The last term,R, acts on particles that are located on the
interfacial areaAi , (R is a surface force divided by volume!. If
the interfacial areaAi , moves~vibrates! then the mechanical en-
ergy produced will be the scalar product ofR and the velocity of
Ai , otherwiseR will not produce mechanical energy.

In several papers,~Vafai and Tien@7#, Hsu and Cheng@45#,
Antohe and Lage@10#, among others! R is modeled as a function
of the Darcy velocity,̂ u&n. However, that does not mean thatR
acts on particles having an average velocity^u&n. Consider, for
example,creeping flowaround a sphere where both viscous drag,
Fm , and form drag,Fp , are obtained by integrating viscous and
pressure forces, respectively, over the sphere surface. The total
drag is given by,

Fp1Fm56pmRù (42)

where R is the radius of the sphere andu` is the free stream
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velocity. In spite of having the total drag described as a function
of u` , this force acts on stagnant particles and, as such, can not
produce mechanical energy within the flow. Likewise, forcesR8
~11! andR ~41! that appear in the governing equations for porous
media cannot produce mechanical energy unless the porous struc-
ture itself is allowed to move or vibrate. In this case, mechanical
energy is added to the fluid via the action of the porous structure.
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On the Mathematical Description
and Simulation of Turbulent Flow
in a Porous Medium Formed by
an Array of Elliptic Rods
Many engineering and environmental system analyses can benefit from appropriate mod-
eling of turbulent flow in porous media. Through the volumetric averaging of the micro-
scopic transport equations for the turbulent kinetic energy, k, and its dissipation rate,«,
a macroscopic model was proposed for such media (IJHMT, 44(6), 1081-1093, 2001). In
that initial work, the medium was simulated as an infinite array of cylindrical rods. As an
outcome of the volume averaging process, additional terms appeared in the equations for
k and«. These terms were here adjusted assuming now the porous structure to be modeled
as an array of elliptic rods instead. Such an adjustment was obtained by numerically
solving the microscopic flow governing equations, using a low Reynolds formulation, in
the periodic cell composing the medium. Different porosity and Reynolds numbers were
investigated. The fine turbulence structure of the flow was computed and integral param-
eters were presented. The adjusted model constant was compared to similar results for
square and cylindrical rods. It is expected that the contribution herein provide some
insight to modelers devoted to the analysis of engineering and a environmental systems
characterized by a porous structure saturated by a fluid flowing in turbulent regime.
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Introduction
A number of natural and engineering systems can be character-

ized by some sort of porous structure through which a working
fluid permeates. Turbulent boundary layer over tropical forests
and spreading of chemical contaminants through underground wa-
ter reservoirs are examples of important environmental flows
which can benefit form appropriate mathematical treatment. Also,
fluidized bed combustors and chemical catalytic reactors are sub-
jected to pressure loss variation due to changes in the flow regime
inside the pores. In petroleum extraction, the flow accelerates to-
ward the pumping well while crossing regions of variable poros-
ity. Turbulent regime eventually occurs, affecting overall pressure
drop and well performance. In all cases, better understanding of
turbulence through adequate modeling can more realistically
simulate real-world environmental and engineering flows.

Classical theory when the pore Reynolds number Rep is less
than about 150 is based on the concept of a Representative El-
ementary Volume - REV~Darcy @1#, Forchheimer@2#, Brinkman
@3#, Ward@4#, Whitaker@5#, Bear@6#, Vafai and Tien@7#, Whitaker
@8#. For high Reynolds number (Rep.300), turbulence occurs
within the pores~Prausnitz and Wilhelm@9#, Mickley et al. @10#
and, as such, a turbulence model is necessary in order to close the
mathematical problem. For that purpose, models following the
space-timeintegration sequence~Lee and Howell@11#, Wang and
Takle @12#, Antohe and Lage@13#, Getachew et al.@14#, andtime-
spaceaveraging of governing equations~Masuoka and Takatsu
@15#, Kuwahara et al.@16#, Kuwahara and Nakayama@17#,
Takatsu and Masuoka@18#, Nakayama and Kuwahara,@19#! have
been proposed. Also suggested are morphology-oriented models
which follow the time-spacesequence and are based on the Vol-
ume Average Theory~Travkin and Catton@20#, Travkin et al.@21#,

Gratton et al.@22#, Travkin and Catton@23#, Travkin and Catton
@24#, Travkin et al.@25#!. All of these different approaches lead to
different sets of governing equations and, consequently, to much
debate in the literature.

Another route closer to the time-space methodology was first
suggested by Pedras and de Lemos@26# prior to the proposition of
the double-decompositionconcept~Pedras and de Lemos@27–
29#!. This idea unveiled the connection between the space-time
and time-space models. The development of this concept was a
step before detailed numerical solution of the flow equations were
carried out in order to establish a working version of the model
~de Lemos and Pedras@30#, Pedras and de Lemos@31#!. Compu-
tations in a spatially periodic array of cylindrical rods using the
high Rek-« closure~Rocamora and de Lemos@32#! as well as the
Low Reynolds model~Pedras and de Lemos@33,34#! were used to
calibrate the introduced model constant. Heat transfer~Rocamora
and de Lemos@35,36,37#! and hybrid computational domains
~clear fluid-porous medium! have been also considered~de Lemos
and Pedras@38#!. Nonisothermal recirculating flows in channels
past a porous obstacle~Rocamora and de Lemos@39,40#! and
through a porous insert have been calculated~Rocamora and de
Lemos @41#! using the work described in Pedras and de Lemos
@31#.

These two different procedures, namelyspace-timeand time-
spaceintegration sequences, have raised interesting discussions in
the literature about the proper characterization of the flow. More
information on the turbulence structure under the microscopic
point of view may contribute for elucidating some of the funda-
mental questions still pending on macroscopic modeling. One of
the possibilities to gather such information is to model the topol-
ogy of the porous structure and resolve the microscopic flow
equation within the liquid phase. This treatment reveals the mi-
croscopic flow and was used by Kuwahara et al.@16#, who
adopted a spatially periodic array of square rods and by Pedras
and de Lemos@34#, who used cylindrical rods instead. A discus-
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sion on the relationship between the macroscopic and microscopic
treatments is found in Pedras and de Lemos@42#.

Considering available experimental work reporting the exis-
tence of turbulence in such media~Macdonald et al.@43#, Kece-
ciooglu and Jiang@44#, de Lemos and Pedras@30#, and Pedras and
de Lemos@31#, proposed a macroscopic turbulence model through
the volumetric averaging of the microscopick-« equations. This
macroscopic model, in contrast with the microscopick-« equa-
tions, presents two extra terms that represent extra transport/
production of turbulence energy due to the presence of the solid
material inside the integrated volume.

The aim of the present contribution is to adjust these new terms
by numerically solving the flow field within a spatially periodic
array of elliptic rods. Both low and high Rek-« models are em-
ployed. Additional constants are determined and, with the macro-
scopic turbulence model so adjusted, the turbulence kinetic energy
and its dissipation rate are compared with existing macroscopic
flow solutions presented in the literature.

Microscopic Versus Macroscopic Turbulence
In a recent review, Lage@44#, points out a distinction between

macroscopicandmicroscopicturbulence within a porous medium.
Microscopicturbulence was understood as the fluid regime exist-
ing within the pore whereasmacroscopicturbulence would be the
result of volume-averaging the instantaneous signal of probes dis-
tinctly located inside a REV. A more quantitative description of
macroscopicturbulence has been proposed by Pedras and de Le-
mos @29#, who suggested the existence of two macroscopically
defined turbulence kinetic energy. The first one was formed by
time-averaging the fluctuating volume-averaged velocity,km

5^u8& i
•^u8& i /2, and the second one by taking the volume integra-

tion, within the fluid phase in a REV, of the locally defined tur-
bulence kinetic energyk5u8"u8/2. The result is then^k& i

5^u8•u8& i /2. Also, a connection betweenkm and ^k& i was first
shown by Pedras and de Lemos@29#, by means of the double-
decomposition concept therein proposed.

The behavior of̂ k& i as a function of porosityf was numeri-
cally computed by Pedras and de Lemos@34#. In that work, the
porous medium was simulated by an infinite array of circular cyl-
inders. The compute values for^k& i indicated that for the same
Darcy velocity, or say, same volumetric mass flow rate through
the bed, the overall integrated turbulence level increases with the
reduction of the medium porosity~larger rod diameter!. A faster
fluid running through a narrower space displays steeper velocity
gradients throughout the domain. Those gradients, in turn, dictate
the rate at which mean flow mechanical energy is transformed into
turbulence energy. Consequently, production rates ofk were
higher implying in higher values of̂k& i for lower porosity.

Macroscopic Equations and Numerics
Macroscopic equations for the flow turbulent kinetic energy,

following both space-timeand time-spaceintegration of local in-
stantaneous equations, have been compared in de Lemos and Pe-
dras@46,47#. For that, their derivation will not be repeated here.
There, a general classification of models presented so far in the
literature was also included. Further, de Lemos and Pedras@30#,
and Pedras and de Lemos@31# have applied the volume-averaging
operator to the microscopick-« equations and proposed the fol-
lowing macroscopick-« equations:

rF ]

]t
~f^k& i !1¹•~ ūD^k& i !G
5¹•F S m1

m tf

sk
D ¹~f^k& i !G

2r^u8u8& i :“ūD1ckrf
^k& i uūDu

AK
2rf^«& i (1)

rF ]

]t
~f^«& i !1¹•~ ūD^«& i !G
5¹•F S m1

m tf

s«

D ¹~f^«& i !G
1c1«~2r^u8u8& i :“ūD!

^«& i

^k& i

1c2«rfH ck

^«& i uūDu

AK
2

^«& i 2

^k& i J (2)

with,

2rf^u8u8& i5m tf
2^D̄&v2

2

3
fr^k& i I (3)

m tf
5rcm

^k& i 2

^«& i
(4)

whereck , c1« , c2« , andcm are nondimensional constants.
For macroscopic fully developed uni-dimensional flow in iso-

tropic and homogeneous media, the limiting values for^k& i and
^«& i are given bykf and«f , respectively. In this limiting condi-
tion, Eqs.~1! and ~2! reduce to:

^«& i5«f5ck

kfuūDu

AK

^«& i 2

^k& i
5ck

«fuūDu

AK
6 ⇒^k& i5kf (5)

or in the following dimensionless form,

«fAK

uūDu3
5ck

kf

uūDu2 (6)

The coefficientck was adjusted in this limiting condition and for
the spatially periodic cell shown in Fig. 1. This geometry repre-
sents a model for the fine porous structure. The flow was assumed
to enter through the left aperture so that symmetric and periodic
boundary conditions were applied. Values ofkf and«f were ob-
tained by integrating the microscopic flow field for Reynolds
number, ReH5u^ū&vuH/v, from 104 to 106. The porosity, given by
f512abp/H2, was varied from 0.53 to 0.85.

In the numeric model, the following microscopic transport
equations were used where barred quantities represent time-
averaged components and primes indicate turbulent fluctuations:
Continuity equation

¹•ū50 (7)

Fig. 1 Periodic cell and elliptically generated grid „aÕbÄ5Õ3…
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Momentum equation

¹•~rūū!52¹ p̄1¹•$m@¹ū1~¹ū!T#5ru8u8% (8)

k equation

¹•~rūk!5¹•F S m1
mk

sk
D¹kG2ru8u8:¹ū2r« (9)

« equation

¹•~rū«!5¹•F S m1
m t

s«
D¹«G1@C1~2ru8u8:¹ū!2C2f 2r«#

«

k
(10)

Also, the Boussinesq’s concept for Reynolds stresses is given by,

2ru8u85m t@¹ū1~¹ū!T#2
2

3
rkI (11)

where the turbulent viscosity is

m t5rCm f m

k

«
(12)

In the above equation setsk , s« , C1 , C2 , andCm are dimen-
sionless constants whereasf 2 and f m are damping functions.

The use, in this work, of the low and high Rek-« models is
justified by the fact that the turbulent flow in porous media occurs
for Reynolds numbers~based on the pore! relatively low. To ac-
count for the low Reynolds effects, the following damping func-
tions were adopted~Abe et al.@48#!.

f 25H 12expF2
~v«!0.25n

3.1v G J 2H 120.3 expF2S ~k2/v«!

6.5 D 2G J
(13)

f m5H 12expF2
~v«!0.25n

14v G J 2

3H 11
5

~k2/v«!0.75
expF2S ~k2/v«!

200 D 2G J (14)

wheren is the coordinate normal to the wall. The model constants
are given as follows,

Cm50.09, C151.5, C251.9, sk51.4, s«51.3.
(15)

For the high Re model it was used the standard constants of Laun-
der and Spalding@49#.

With the assumption of macroscopic fully developed uni-
dimensional flow, the following boundary conditions for the peri-
odic cell ~Fig. 1! were adopted:

at the walls, ū50, k50 and «5v
]2k

]n2
, (16)

on x50 andx52H ~periodic boundaries!,

ūux505ūux52H , v̄ux505 v̄ux52H , (17)

kux505kux52H , «ux505«ux52H , (18)

on y50 andy5H/2 ~symmetry planes!,

]ū

]y
5

] v̄
]y

5
]k

]y
5

]«

]y
50. (19)

whereū and v̄ are components ofū.
The governing equations were discretized using the finite vol-

ume procedure~Patankar@50#!. The SIMPLE algorithm for the
pressure-velocity coupling was adopted to correct both the pres-
sure and the velocity fields. Process starts with the solution of the
two momentum equations. Then the velocity field is adjusted in
order to satisfy the continuity principle. This adjustment if ob-

tained by solving the pressure correction equation. After that, the
turbulence model equations are relaxed to update thek and «
fields. This iteration sequence is repeated until convergence is
achieved. Details on the numerical discretization can be found in
Rocamora and de Lemos@32# and in Pedras and de Lemos@34#.

For the low Re model, the node adjacent to the wall requires
that utn/v<1. To accomplish this requirement, the grid needs a
great number of points close to the wall leading to computational
meshes of large sizes. In order to minimize this problem, all cal-
culations were made in half of the periodic cell (2H3H/2) and
according to the boundary condition Eq.~19!. The use of the
symmetry boundary condition reduces the grid to 3003100 nodes.

Fig. 2 Microscopic velocity field „ReHÄ1.67Ã105
…: a… fÄ0.53,

b… fÄ0.70 e c… fÄ0.85

Table 1 Summary of the integrated results
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A highly nonuniform grid arrangement was employed with con-
centration of nodes close to the wall. All calculations were ex-
ecuted using an IBM SP2 computer.

Results and Discussion
A total of eighteen runs were carried out being six for laminar

flow, six with the low Re model and six using the high Re theory.
Table 1 summarizes the integrated results~volumetric averaging
over the periodic cell! obtained for turbulent flow~Pedras and de
Lemos@51#, Pedras and de Lemos@52#. The medium permeability
was calculated using the procedure adopted by Kuwahara et al.
@16#.

Figure 2 presents velocity fields for ReH51.673105 ~low Re
model! andf50.53. It is observed that the flow accelerates in the
upper and lower passages around the ellipse and separates at the
back. As porosity decreases maintaining ReH constant, or say, re-
ducing the flow passage and increasing the local fluid speed, the
integrated turbulence kinetic energy,^k&8, increases~see Table 1!.
In other words, for a fixed mass flow rate through the bed, a
decrease in porosity implies in accentuated velocity gradients
which, in turn, result in larger production rates ofk due to steep
velocity gradients within the fluid. Furthermore, the increment of
the fluid momentum close to the walls as porosity is reduced, for
the sameu^ū&vu, reduces also the size of the recirculating bubble
behind the elliptic rod. This effect was verified by Pedras and de
Lemos @34# for an array of cylindrical rods and by Kuwahara

et al.@16#, for an array of square cylinders. For the geometry here
investigated, reduction of the wake region in Fig. 2 is more diffi-
cult to be visualized due the streamlined flow pattern around el-
lipses. Nevertheless, numerical values for^k& i shown in Table 1
indicate a similar trend for̂k& i as a function off as in the other
two arrangements used for comparison.

Remainder fields for pressure,k and«, are shown in Figs. 3, 4,
and 5, respectively. It is verified that the pressure increases at the
front of the ellipse and decreases at the upper and lower faces. The
turbulence kinetic energy is high at the front, on the top and below
the bottom of the ellipse. The dissipation rate ofk presents a
behavior similar to the turbulence kinetic energy.

It is also interesting to point out that for the samef and ReH the
integrated values shown in Table 1 for^k& i are lower than those
obtained for square~Nakayama and Kuwahara@19#! and for cy-
lindrical rods~Pedras and de Lemos@34#!. Apparently, smoother
passages in between elliptic rods contributes for reducing sudden
flow acceleration within the flow, reducing then overall velocity
gradients and, consequently, lowering production rates^k& i .

Pressure Gradient and Constantck for Elliptic Rods
The macroscopic pressure gradient based on the intrinsic pres-

sure is obtained with the help of the following equations:
Fig. 3 Microscopic pressure field „ReHÄ1.67Ã105

…:
a… fÄ0.53, b… fÄ0.70 e c… fÄ0.85

Fig. 4 Microscopic fields for k „ReHÄ1.67Ã105
…: a… fÄ0.53,

b… fÄ0.70 e c… fÄ0.85
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d^ p̄& i

dS
5

1

2H~H/22D/2!ED/2

H/2

~pux52H2pux50!dy (20)

Results for the nondimensional pressure gradient versus ReH
are presented in Fig. 6, in addition to data from Kuwahara et al.
@17# and Pedras and de Lemos@31#, for square and cylindrical
rods, respectively. Pressure gradient for elliptic rods fall lower
than for square and cylindrical rods, as expected, since pressures
losses over streamlined bodies are lower than those for flows
where a wake region is of a larger size.

Also, for the same porosity and Reynolds number, the values
for the intrinsic turbulent kinetic energy,^k& i in Table 1 are lower
than those obtained for square cylinders~Nakayama and Kuwa-
hara@19#! and for circular rods~Pedras and de Lemos@34#!. This
result could be explained by recalling that, within voids formed in
between the ellipses, the fluid accelerates less intensively causing
lower velocity gradients and, consequently, lower production rates
of k.

Once the intrinsic values ofkf and«f were obtained, they were
plugged into Eq.~6!. The value ofck equal to 0.28 was found by
noting the collapse of all data into the straight line shown in Fig.
7. The figure also shows data of Pedras and de Lemos@31#, and
Nakayama and Kuwahara@19# for cylindrical and square rods,
respectively.

Macroscopic Model Results
With the numerical evaluation ofck , calculations using the

macroscopic turbulence model above can be performed. A test
case consisting in simulating the flow through a porous bed of
length 10H, starting with a preselected initial conditions greater
than the final asymptotic values, is now carried out. Similar test
results were reported by Pedras and de Lemos@31#, and Na-
kayama and Kuwahara@19#, being the values at entrance^k& i

510kf and ^«& i530«f . Figures 8 and 9 show results for^k& i

and ^«& i along the flow. Calculations are compared with similar

Fig. 6 Effect of Reynolds number, Re H , on nondimensional
pressure gradient

Fig. 7 Determination of value for c k using data for different
porous media, porosity and Reynolds number

Fig. 8 Development of nondimensional turbulence kinetic
energy

Fig. 5 Microscopic field for « „ReHÄ1.67Ã105
…: a… fÄ0.53, b…

fÄ0.70 e c… fÄ0.85
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results of Nakayama and Kuwahara@19#, for an array of square
rods and with computations of Pedras and de Lemos@31# for a bed
of circular cylinders. Is interesting to note that, in spite of differ-
ences on the shape of the rods, the axial decay is nearly the same
in all cases indicating the coherence of the results herein with
previous data published in the literature.

Concluding Remarks
This paper presented the views in the literature for characteriz-

ing turbulent flow in porous media. The equations for the flow
turbulent kinetic energy were presented. A macroscopic turbu-
lence model was adjusted for an infinite porous medium formed
by spatially periodic array of elliptic rods. This adjustment was
carried out by the solution of the microscopic flow field within the
volume occupied by the fluid. After that, integrated flow proper-
ties were computed and the proposed model constant was deter-
mined. Then, the macroscopic model was tested comparing the
numerical results of the flow in the entrance region of homoge-
neous isotropic porous medium with available similar results in
the recent literature. Good agreement with published data was
observed.
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Introduction
The necessity for fundamental investigations in forced convec-

tion through porous media by fluids with temperature-dependent
viscosity cannot be overstated once we take into account the lack
of information on this subject@1,2#. Apart from the fundamental
nature of the problem, which merits its study, many contemporary
applications involving convection of fluids with temperature-
dependent viscosity are hampered by this lack of understanding.

One specific application is the new microporous enhanced cold-
plate design for cooling avionics@3#, specifically airborne, mili-
tary, phased-array radar slats. This cold-plate operates using poly-
alpha-olefin oil as coolant. Poly-alpha-olefins~PAO!, a class of
synthetic oils commonly used in cooling military avionics, has
viscosity strongly dependent on temperature. Suitability of a par-

ticular porous material for such cold-plate design or the optimiza-
tion of an existing design requires an accurate prediction of the
global pressure-drop across the heated channel.

The conventional procedure for predicting the pressure-drop of
a fluid flowing through a porous channel using the global Hazen-
Dupuit-Darcy ~HDD! model ~also known as the Forchheimer-
extended Darcy model!, fails unexpectedly,@4,5#, when the fluid
has temperature-dependent viscosity and the channel is heated/
cooled. This inappropriateness of the global HDD model is be-
cause it is unable to capture the indirect viscosity effect on the
global form-drag term.

Alternatively, new predictive models that consider the tempera-
ture dependency of viscosity were proposed recently in@4,5# and
were validated against numerical results. The objective of this
note, by using the experimental results for poly-alpha-olefin’s
~PAO! obtained with a new microporous-enhanced cold plate de-
sign for cooling avionics@6#, is to verify the appropriateness of
these two theoretical models as useful tools for engineering de-
sign. The verification of the models focus on the hydraulic perfor-
mance of the cold-plate, in lieu of previous works@5,7# showing
minimal temperature-dependent viscosity effect on the thermal
performance of the cold-plate.

Nield Model
Perturbation analysis presented in@5#, to predict the effects of a

fluid with temperature-dependent viscosity flowing through an
isoflux-bounded porous medium channel is summarized as fol-
lows. The analysis considers initially the differential HDD model,
for fully developed~hydrodynamic and thermal! flow situation,
with constant coefficients and temperature-dependent viscosity,
namely

C0rK0u21m~T!u2GK050 (1)

where C0 and K0 are, respectively, the form and permeability
coefficients of the porous medium,r and m are the density and
dynamic viscosity of the fluid,u is the local longitudinal fluid
Darcy speed, and the local longitudinal pressure gradientG
5dP/dx5DP/L, with L being the length of the porous channel.

The subscript ‘‘0’’ on the porous medium propertiesK andC of
Eq. ~1! reminds us that these quantities are obtained through ex-
periments under isothermal condition. In this case, the fluid vis-
cosity is uniform throughout the channel,m(T)5m(Tin)5m in .
Observe that Eq.~1! incorporates the form-drag effect of the po-
rous medium by adding the quadratic velocity term to the Darcy
equation@8#. The quadratic equation given by Eq.~1! when solved
for u will result in a positive root, which will be a function of
m(T) with a solution resemblingu5F(m(T)). The temperature
dependency of the dynamic viscosity of the fluid can be approxi-
mated as a second-order Taylor’s series expansion enabling us to
expressF(m(T)) as a function ofT ~the local unknown tempera-
ture! and a reference~known! temperature.

Assuming small change in temperaturealong the channel, for
negligible longitudinal diffusion, zero-, first-, and second-order
approximations were obtained for the transversal fluid speedu and
temperatureT, as well as for the global fluid-speed versus
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pressure-drop relation. The first- and second-order solutions~de-
noted with subscripts 1 and 2, respectively! for the global~cross-
section averaged! fluid velocity are
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whereq9 is the surface heat flux,ke is the effective thermal con-
ductivity of the medium, andH is half the distance between the
plates. The viscositymw and its derivatives are evaluated at the
reference temperatureTw , the wall temperature at the exit of the
channel. Observe that when the form-drag coefficientC0 is neg-
ligible then r→0. In this case, from Eq.~4!, a15a2→GK0 /mw
and the first-order solution Eq.~2! reduces to

U5S DP

L D K0

m~Tmax!
F11

N

3 G (5)

a result identical to the result reported in@9#, who developed a
similar predictive theory for a fluid with temperature-dependent
viscosity, but starting with the simpler linear Darcy flow regime,
i.e., Eq.~1! replaced byu5@K0 /m(T)#G.

Narasimhan-Lage Model
Numerical simulations considering convection of a fluid with

temperature-dependent viscosity through a uniformly heated,
parallel-plates porous channel, and including the form-drag ef-
fects, were presented recently by Narasimhan and Lage@4#. In this
work, the authors show the limitations of the global HDD model,
viz.

DP

L
5

m

K0
U1rC0U2 (6)

in accurately predicting the pressure-drop along the channel, sug-
gesting a modification to account for the temperature-dependent
viscous effects. They also showed that the global HDD model, Eq.
~6!, is inappropriate because it neglects indirect effects of
temperature-dependent viscosity on the form-drag term of the
model, a term originally believed to be viscosity-independent.

A new global model,

DP

L
5zmS m in

K0
DU1zC~rC0!U2 (7)

that accounts for the effects of temperature dependent viscosity in
both drag terms of the original HDD model, was proposed.

Notice that the viscosity in Eq.~7! is evaluated at the reference
inlet temperature of the channel,m in5m(Tin). In addition, this
modelretainsthe same form, i.e., velocity dependency, of Eq.~6!.
The coefficientszm andzC represent, respectively, the correction
for the global viscous and form-drag terms due to the local effect
of temperature on viscosity, which affect directly the first-order
velocity term and the fluid velocity profile~via viscosity!, which

in turn, affects indirectly the second-order velocity term. Obvi-
ously, for no heating~uniform viscosity!, zm5zC51 and Eq.~7!
becomes identical to Eq.~6!.

Predictive empirical relations for correcting the viscous and
form drag terms, complementing this new algebraic~global!
model, were obtained@4# as functions of the surface heat flux,

zm5F12S Q9

11Q9D
0.325G S 1

11Q9D
18.2

zC521~Q9!0.112zm
20.06

(8)

with the non-dimensional heat fluxQ9 given by
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K0C0
Dm in

Udm

dTU
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(9)

Observe from Eq.~7!, the N-L model is adirect modification of
the originalglobal HDD model, Eq.~6!, with the introduction of
two new coefficients to capture the temperature-dependent viscos-
ity effects onbothof the drag terms. Apart from physical grounds
that support the introduction of two coefficients~see@4# for de-
tails!, the N-L model is expected to agree better with the experi-
mental results than the global HDD model, Eq.~6!, as it allows
the effects ofm(T) to be accommodated in both of the drag terms.

In contrast, the perturbation model starts with the differential
HDD model and arrives at a series type solution foru(y) with the
effects of viscosity captured in each of the terms in the series. This
differential solution upon integration alongy, gives the channel
cross-section averaged global fluid speedU, Eq. ~2! or ~3!. The
fully developed flow situation necessary for the Nield model, al-
though it can admit nonslug flow like profiles, does not allow
changes in the velocity profilealong the channel. This implies that
the theory considers only the y-variation of viscosity, as the tem-
perature differencealong the channel is assumed very small.
Hence, the N-L model is expected to perform better than the Nield
model, especially for configurations with considerable fluid tem-
perature variation along the channel.

Experimental Hydraulic Verification
A microporous cold-plate with a porous insert made of a com-

pressed aluminum-alloy porous foam sandwiched~brazed! be-
tween rectangular (1023508 mm) plate sections was designed
and manufactured for cooling a phased-array radar slat@3,10#.
Electric heaters generating a heat fluxq950.59 V2, in W/m2,
where V is the supply voltage in Volts, were used to heat the
channel plates. The volumetric flow rate was varied from 0.5 to
531025 m3/s. Pressure measurements at the inletPi and outlet
Po gave the total PAO pressure-drop across the cold plate. Details
of the experimental apparatus and procedure are found in@6#.

The uncertainties of the PAO flow rateQ and of the experimen-
tal pressure dropDP are estimated following the recommenda-
tions of @11#. A conservative estimate for the uncertainty of the
experimental volumetric flow rate reported in this work,UQ /Q is
5 percent. The uncertainty of the pressure-drop across the cold-
plate is equal to the precision limitPDP because both precision
pressure gages were calibrated by the manufacturer using the
same equipment and procedure, hence the resulting bias limit of
the pressure difference is zero. This precision limit is estimated as
being equal to twice the standard deviation of several measure-
ments, or approximately 3 percent.

The temperature dependence of the dynamic viscosity of PAOs
can be modeled@3# as

m~T!50.1628T21.0868 (10)

valid for 5°C<T<170°C. Within the same temperature range,
the variations of density, specific heat and thermal conductivity of
PAO are negligible.
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The effective permeabilityK0 and the form coefficientC0 of
the porous insert can be determined by fitting the experimental
no-heating~with the heaters switched off! results with a function
of the type

DP05
Lm in

K0

Q

Af
1LrC0S Q

Af
D 2

(11)

whereL is the cold-plate length, equal to 0.102 m,Af is the flow
cross-section area, equal to 5.0831024 m2, andm in andr are the
PAO viscosity and density at 21°C, respectively, 5.95
31023 kg/ms and 789.2 kg/m3. Out of the inserts tested, as re-
ported in @6#, we focus our attention on insert no.3~initial
porosity50.88, compression ratio53, final porosity50.58). Us-
ing the experimental results and Eq.~11! the permeability and
form-coefficient for this insert are obtained asK054.01
310210 m2 andC0533.4583103 m21. This low permeability and
high form-coefficient of the chosen porous medium make it par-
ticularly suitable for verifying the theoretical modelsviz. Eqs.~3!
and ~7!, because of the negligible convective inertia and viscous
diffusion effects.

It is also important to verify how well the assumption of neg-
ligible longitudinal diffusion ~an assumption made by both the
theoretical models! is satisfied. For the present experimental tests,
using the values listed previously andaPAO58.6831025 m2/s,
the minimum Pe´clet number, Pe5QL/Afa, equals 8,617 support-
ing the neglect of the longitudinal diffusion effect.

Results and Discussion
Figure 1 compares the experimental pressure-drop results with

that predicted by the Nield model, Eq.~3!, and the Narasimhan-
Lage model, Eq.~7!, for a reference coolant temperatureT0

521°C, and V546.9 V (q951 kW/m2). To highlight the influ-
ence of form-drag effects, predictions by the linear-Darcy model,
Eq. ~5!, is also shown. The comparison for higher heat fluxes
~q953.9 kW/m2 and 5.8 kW/m2! is shown in Figs. 2 and 3.

From Fig. 1 we see, for lower velocities (Q,231025 m3/s),
both the perturbation theories, Eq.~3! and~5!, agree well in their
predictions. However, for higher velocities (Q.231025 m3/s),
with the influence of form-drag gaining strength, the linear-Darcy
model, Eq.~5!, shows marked deviation, as expected. Both the
predictions by Eqs.~3! and ~5! yield smaller pressure-drop than
the experimental result with the deviation of Eq.~3! being;15%.

The N-L model, Eq.~7!, as predicted in the earlier section,
agrees extremely well with the experimental results for all heat
fluxes ~Figs. 1–3!. For higher heat fluxes, the temperature distri-

bution along the channel grows in strength making the Nield
model assumption of small temperature variation along the chan-
nel invalid, leading to the systematic deviation of the second-order
HDD model from the experimental results.

Conclusions
Experiments using a low permeability, high form-coefficient

porous medium sandwiched inside an isoflux-bounded parallel-
plate channel were performed for verifying two recent theories for
predicting the global pressure-drop/fluid-velocity relationship.

The results validate the two theoretical models, subject to their
respective limitations. The Nield model, Eq.~3!, due to the inclu-
sion of the form-drag effects, is definitely better than the earlier
model, Eq.~5!, based on the simpler Darcy equation. However,
Eq. ~3! is accurate only for fully developed~hydrodynamic and
thermal! flow situations with very small temperature variation
along the channel.

Predictions from the N-L model show excellent agreement with
the experimental results for all of the heat flux values tested. How-
ever, it is worth noting here that the high-heat flux correlation for
zm and zC , the null-global viscous drag regime as explained in

Fig. 1 Pressure drop versus volumetric coolant flow rate for
T0Ä21°C and VÄ46.9 V. „Uncertainties: U DP ÕDPÄ3 percent,
UQ ÕQÄ5 percent …

Fig. 2 Pressure drop versus volumetric coolant flow rate for
T0Ä21°C and VÄ93.81 V. „Uncertainties: U DP ÕDPÄ3 percent,
UQ ÕQÄ5 percent …

Fig. 3 Pressure drop versus volumetric coolant flow rate for
T0Ä21°C and VÄ114.9 V. „Uncertainties: U DP ÕDPÄ3 percent,
UQ ÕQÄ5 percent …
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@4#, has not been tested because the experimental configuration is
limited to moderate heat fluxes by thevalidity rangeof Eq. ~10!.
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The effects of low frequency, large amplitude sinusoidal pulsation
on grid-generated turbulence (PGGT) were experimentally stud-
ied. Two-component hot wire anemometry technique was used.
Pulsation did not change homogeneous, isotropic character of
grid-generated turbulence.@DOI: 10.1115/1.1412461#

1 Introduction
In contrast to stationary grid-generated turbulence~SGGT!,

which has been a subject of interest for about 70 years@1–4#, the
unsteady pulsating counterpart has not received enough attention.
In periodic flows the velocity or the pressure field undergoes a
well-defined oscillation at a fixed frequency and amplitude. Mod-
eling such flows is of great engineering importance notably in the
fields of aerodynamics and turbo-machinery. The present work
aims at extending the existing~SGGT! data to pulsating flows to
provide a better understanding of their physics. This study is a
part of larger attempt to develop a new turbulence model for un-
steady turbulent flows.

2 Experimental Approach

2.1 Geometric Specifications. Experiments were per-
formed in an open circuit subsonic wind tunnel test section (40
3403100 cm), Fig. 1~a!. A grid made of perpendicular round
bars~D54 mm, M517 mm, s50.45! was used. The turbulence
level, maxuu8/U0,v8/U0u, was less than 1.0% in the test section
~without grid!. In ~SGGT! experimentsU0 was 10 m/s (RM

51.03104). In all ~PGGT! experimentsū was 10 m/s.

2.2 Pulsation Mechanism. Sinusoidal variation in stream-
wise velocity, Fig. 1~b! was generated by means of a rotating vane
set in the diffuser part of the tunnel, Fig. 1~a! ~for more detail see
@5#!. The free stream was pulsated at 8.5, 13, and 20 Hz. An
inductor sensor installed on the pulsating device marked the be-
ginning of each cycle. This signal was used as a reference to
determine the phase difference~w! ~with an accuracy of64 deg!
between different data points. No phase difference in streamwise
or transversal direction was found.ū and uũu decreased stream-
wise due to the slight divergence of the test section~dū/dx
'20.8(s21) andduũu/dx'21.2(s21) along centerline axis!.

2.3 Data Reduction. An X-array probe~DANTEC 55R51!,
relatively resistant to large amplitude pulsation, operated at con-
stant temperature~80% overheat! by a DISA 55M01 hot wire
anemometer. The data acquisition system and the dual sensor
probe possessed a maximum frequency response of 3 KHz. A
calibration accuracy of 5% was obtained by using an accurate
Pitot tube ~5–15 m/s;60.8% at mid range! in the tunnel@6#.
KEITHLEY DAS-1700 HR data acquisition board~16 bit preci-
sion; 8 channel! was used. The sampling frequency was 8 KHz.
For each data point 480,000 samples were recorded. Data points
were on the tunnel centerline axis. The experiments were repro-
ducible within the range of accuracy of the set up.

2.4 Data Processing. Fast Fourier Transform~FFT! of the
instantaneous signal was obtained~using Matlab, Ver. 5.2!. In the
real part plot, low frequency large peaks corresponding to the
mean velocity, pulsating frequency and two or three harmonics
~depending on the case! were selected to make a new vector. It
should be noted that the frequencies of fluctuations were at least
two order-of-magnitude higher than those of the pulsations in our
experiments. In the new vector the amplitudes corresponding to
higher frequencies were set to zero. The FFT21 of the new vector
gave the periodic component. This procedure was accomplished in
full awareness of complete elimination of fluctuating parts while
keeping the closest periodic form to the original signal, Fig. 1~b!.
The time average of the velocity fluctuations obtained by this
method (u8,v8) was quite small as expected and was less than
531025. The implementation of the method on known periodic
signals with added random fluctuations was quite satisfactory. The
periodic part was separated with an error less than 1%. The spec-
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tral energy of the original signal,Eu ~n! was compared with that
of fluctuating component,Eu8 ~n!, Fig. 2. The area under each
curve normalized the spectra. The energy of pulsation is removed
without changing the high frequency character of the signal.

3 Results and Discussions
Figure 2 also provides a comparison with the~25/3! Kolmo-

grov law for ~SGGT!. The high frequency behavior and conse-
quently the mechanism of cascading energy is the same for both
~PGGT! and~SGGT!. Figure 3~a! shows the streamwise decay of
normal Reynolds stresses in~SGGT!. The result, Eq.~1!, was in
good agreement with expected exponential decay rate@2#.

u82/U0
250.047~X/M !21.28 (1)

The error in determination of turbulence intensities was less
than 10 %. In both~SGGT! and ~PGGT! homogeneity (u825v82

5w82) was expected~by extrapolating! about 70-mesh size
downstream of the grid in our set up, Fig. 3~b!. The expected
classical kinetic energy decay rate,@2#, was obtained in~SGGT!
and did not change with pulsation. The Reynolds stress
(2u8v8) was essentially zero, as expected, in all cases. By in-
creasing frequency of pulsation the amplitude was decreased. Fig-
ure 4 shows streamwise variation of the energy of pulsation
(ũ ũ/ū2) in our set up. Macro~integral! scales of turbulence were
studied. Macro time scale~T! was calculated by integrating the
Eulerian time correlation functionRE(t), Eq. ~2!.

T5E
0

`

RE~ t !dt (2)

It is reasonable to assume that in pulsating flows whereū
@u8, the ‘‘frozen field’’ pattern as interprets the Taylor’s hypoth-
esis remains valid. Macro time scales were multiplied by the
stream-wise mean velocity to obtain macro length scalesLu ,Lv
at each data point, Fig. 5. Despite the uncertainties that might be
attributed to the instrumentation or the methods used in the cal-
culation of scales the results are given mainly to show their order
of magnitude. Maximum error of 20% should be considered for
the turbulent scales. The results of stationary turbulence show that
Lu'2Lv and are in good agreement with Compt-Bellot et al.@2#.
Pulsation does not changeLv , but increasesLu ~about 30%! and
this effect is more pronounced farther downstream of the grid.
Introducing the triple decomposition@7#, Eq. ~3!, in the governing
equations the kinetic energy equation, Eq.~4!, was derived.

ui~x,t !5ui~x,t !1ũi~x,t !1ui8~x,t ! (3)

Fig. 1 „a… Schematic sketch of the experimental facility „di-
mensions in cm …. 1. Wind tunnel, test section width Ä40 cm. 2.
Hot wire probe. 3. Pulsation mechanism. 4. Grid. A: To hot wire
anemometry system. B: Reference signal to data acquisition
system. „b… A typical record of the fluctuating velocity compo-
nents u, v and the corresponding periodic non-fluctuating part
ũ at 8.5 Hz.

Fig. 2 Normalized power spectrum of the stream-wise velocity
component at 8.5 Hz. „a… the original signal, „b… the fluctuating
part. A: E u„n… B: Eu 8„n… C: nÀ5Õ3.

Fig. 3 Variation of normal Reynolds stresses downstream of
the grid. „a… stationary, „b… pulsating flow, Ã8.5 Hz, O 13 Hz, D
18 Hz.

Fig. 4 Variation of normalized pulsation energy, ũũÕū2

Ã8.5 Hz, O 13 Hz, D 18 Hz
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k,t1ū jk, j52ui8uj8ūi , j2ui8uj8ũi , j2
1

2
~ui8ui8ũ j1ui8ui8uj8! , j

2
1

r
~p8uj8! , j1yk, j j 2yui , j8 ui , j8 (4)

The second and the third terms on the right-hand side, appeared
in the modified Eq.~4!, represent production and diffusion due to
pulsation of free stream. Table 1 shows typical experimental val-
ues of the terms in Eq.~4! at two extreme stations (X/M
514.7,41.2). Total dissipation rate~«! is estimated as given by
Eq. ~5!.

«'~Au82!3/Lu (5)

Diffusion and production terms were negligible compared to the
total dissipation rate and the convective terms in Eq.~4!. Equation
~6! gives the final simplified form of thek-equation.

ū
dk

dx
'2« (6)

5 Concluding Remarks
A series of experiments as an initial effort to study the pulsation

effects on grid-generated turbulence was performed. Low fre-
quency large amplitude pulsation was applied. No phase differ-
ence between data points was found. The results confirm no cou-
pling between low frequency pulsation and high frequency
turbulence. Major features of~SGGT! like isotropy, homogeneity,
energy cascading phenomena, classical turbulence intensities and
kinetic energy decay rates remained largely intact with pulsation.
The modifiedk-energy equation was derived and simplified. Fur-
ther work should be continued on documenting pulsation effects at
turbulence frequencies in grid-generated turbulence and in shear
flows.
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Nomenclature

D 5 diameter of the rods in the grid~mm!
Eu ,Eu8 5 power spectral density function ofu ~or u8! normal-

ized by its total surface area~m!
f , f p 5 frequency and pulsation frequency~Hz!

k 5 kinetic energy of turbulence,k50.5(u821v82

1w82) (m2/s2)
M 5 distance between the rod centerlines in the grid~m!
n 5 wave number,n52p f /ū ~m21!
p 5 static pressure~pa!

ReM 5 Reynolds number based on mesh size, ReM5U0M/n
RE(t)5u(t8)u(t2t8)/u82, Eulerian time correla-
tion, averaging with respect tot8

t,Tp 5 time, period of pulsation~sec!
T 5 macro time scale~sec!

U0 5 velocity in ~SGGT! ~m/s!
ū,uũu 5 mean velocity, pulsation amplitude in~PGGT! ~m/s!

u8,v8,w85 velocity fluctuations~m/s!
X,Y 5 streamwise and transversal directions~m!

« 5 total dissipation rate~m2/s3!
Lu ,Lv 5 turbulent macro~integral! length scales in X and Y

directions, respectively~mm!
r 5 density~kg/m3!
s 5 solidity, the cross-sectional of the grid to the total

cross-sectional area of the test section
u 5 kinematic viscosity~m2/s!
w 5 phase difference between data points in pulsating

flow ~degree!
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Skin Friction Correlation in Open
Channel Boundary Layers
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Introduction
In near-wall turbulence research, accurate determination of the

wall shear stress,tw , ~or skin friction coefficientCf! is of critical
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Fig. 5 Streamwise variation of macro length scales Lu ,Lv .
„a… stationary flow, „b… pulsating flow.

Table 1 Typical experimental values of the convection, pro-
duction, diffusion and total dissipation rate at two extreme sta-
tions „XÕMÄ14.7,41.2…
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importance due to its practical relevance and also because it de-
termines the friction velocityut used by most boundary layer
scaling laws. A number of techniques are available to determine
the wall shear stress in turbulent boundary layers. If sufficient data
are obtained in the linear viscous sublayer (y1<4), the wall
shear stress can be determined from the velocity gradient at the
wall. However, it is often difficult to obtain adequate data within
the linear sublayer in most experiments, especially if the Reynolds
number is high and instruments such as pitot-tube and cross-wire
probes are used. Alternatively, a reliable estimate of the wall shear
stress can be obtained by fitting polynomial to the near-wall data
up toy1<15 ~George and Castillo@1#, Tachie et al.@2#!. In a high
Reynolds number flow, where a well-defined log-region exists, the
Clauser plot technique is frequently used to determine the wall
shear stress. For a turbulent boundary layer, leading edge geom-
etry as well as freestream turbulence intensity can significantly
modify the skin friction characteristics. For such conditions, a
formulation that does not implicitly fix the strength of the wake
but rather allows its value to be optimized while ensuring a reli-
able estimate ofut was proposed by Finley et al.@3# and subse-
quently used by Granville@4# and Krogstad et al.@5#. At suffi-
ciently high Reynolds numbers, the wall shear stress can also be
estimated from the peak value of the Reynolds shear stress profile
near the wall. Finally, on smooth surfaces wall mounted probes
can be used to measuretw directly.

Using these methods, a number of correlations~e.g., Schultz-
Grunow@6#! have been developed to allow the prediction of skin
friction for practical purposes. Most of the existing correlations
consider moderate to high Reynolds numbers in canonical turbu-
lent boundary layers, whereas the focus of the present work is low
to moderately high Reynolds numbers in channel flows. More
recently, Osaka et al.@7# reported extensive measurements in a
smooth wall turbulent boundary layer for a Reynolds number
range of 800<Reu<6300, where Reu is the Reynolds number
based on boundary layer momentum thickness,u. Direct wall
shear measurements were made and the skin friction correlation
derived from their measurements appears to be the most reliable
in the literature for the range of Reu they considered. Another
widely referenced study of low Reynolds number boundary layer
flows is that of Purtell et al.@8# who used the velocity gradient at
the wall and momentum balance to infer the wall shear stress.

In the present study, we are specifically concerned with open
channel flows, which show some significant similarities with ca-
nonical boundary layers studied in mechanical engineering appli-
cations~Tachie et al.@9#!. In the hydraulic engineering commu-
nity, it would appear that on occasion rather crude methods have
been advocated for the prediction of skin friction. For example,
Moody chart using the hydraulic diameter has been recommended
for the prediction of the skin friction~ASCE Task Force@10#!.
While this may be adequate for preliminary calculations, more
reliable correlations are required. Recently, Schultz and Swain
@11# reported a correlation forCf on a smooth plate in a water
tunnel at moderately high Reynolds numbers. Their correlation
was typically 6 – 9 percent higher than that given by Coles@12#,
and did not consider low Reu data.

The present study proposes a new skin friction correlation for a
smooth wall boundary layer in channel flows at low to moderately

high Reynolds number. The experimental data used to develop the
correlation were obtained from experiments conducted in different
facilities under different conditions, and cover a relatively wide
range of Reynolds number (100,Reu,20,000).

Summary of Experiments
The data used to develop the present correlation were obtained

from the experiments summarized in Table 1. The studies of Ta-
chie et al. @2,9,13#, Balachandar and Ramachandran@14#, Bal-
achandar and Tachie@15# and Tachie and Balachandar@16# were
conducted in the same test facility. Details of the open channel
flume and the LDA system are provided in Balachandar and Ra-
machandran@14# and are not repeated here. These experiments
also used the same laser Doppler anemometer, except for Tachie
et al. @2# who used an additional beam expansion device to
achieve a higher spatial resolution. The freestream velocity (Ue)
in these experiments was in the range 0.01,Ue(m/s),0.62 while
the background turbulence levels varied from 2.0 to 4.0 percent.
The turbulence levels are typical of water channel experiments but
are significantly higher than typical turbulence intensities reported
in wind tunnel studies. The experiment of Schultz and Swain@11#
was conducted using a two-component laser Doppler anemometer
in a water tunnel atUe51.2 to 4.0 m/s. Their turbulence intensity
ranged from 2.5 to 3.0 percent.

In the first five studies summarized in Table 1, the wall shear
stress was obtained from the velocity gradient at the wall (y1

<6) and the maximum uncertainty inCf was 6 percent. In Tachie
et al. @2#, the high resolution LDA system together with a slight
tilt of the probe towards the wall allowed measurements to be
obtained down toy151 in some of the tests. Both velocity gra-
dient at the wall (y1<4) and a fifth-order polynomial fit to the
near-wall data (y1<15) were used to determine the wall shear
stress and the uncertainty inCf was less than 3 percent. Schultz
and Swain@11# considered three different methods, namely, the
velocity gradient at the wall (y1<7), Reynolds stress method
and Bradshaw’s method, to estimate the wall shear stress. The
values ofCf determined using the velocity gradient at the wall
and Bradshaw’s method are used in the present work. For these
methods, the uncertainty inCf was 7 percent or less.

Results and Discussion
Figure 1 shows a plot of the skin friction coefficient (Cf) with

Reynolds number (Reu) for the studies summarized in Table 1.
The Reynolds number varied from low~150! to moderately high
~15,000! values, and the range is two orders of magnitude. The
skin friction correlation developed in the present work is as
follows:

Cf54.133102222.6831022~ log Reu!16.52831023~ log Reu!2

25.5431024~ log Reu!3 (1)

Equation~1! and 7 percent error bands at some selected values of
Reu are shown in Fig. 1. The choice of 7 percent reflects the
maximum uncertainty inCf for the data sets used in developing

Table 1 Summary of experiments considered for the present correlation.

Experiment Reynolds number Instrumentation

Balachandar and Ramachandran@14# 150<Reu<500 single-component LDA
Balachandar and Tachie@15# 900<Reu<2100 single-component LDA
Tachie and Balachandar@16# 950<Reu<1400 single-component LDA
Tachie et al.@9# 1300<Reu<2700 single-component LDA
Tachie et al.@13# 1000<Reu<2300 single-component LDA
Tachie et al.@2# 750<Reu<3300 single-component LDA

~with beam expansion!
Schultz and Swain@11# 5600<Reu<15000 two-component LDA
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the correlation. An assessment of goodness-of-fit using a chi-
square distribution at 95 percent confidence level indicated that
Eq. ~1! correlates the experimental data well.

The skin friction data of Purtell et al.@8# obtained in a canoni-
cal turbulent boundary layer at 465<Reu<5,100, as well as the
correlation developed by Osaka et al.@7# are also shown. In the
Reynolds number range for which the data of Purtell et al.@8# and
the correlation of Osaka et al.@7# overlap, there is a reasonable
agreement between the experimental data and the correlation. Fig-
ure 1 also shows the data of Tachie et al.@17# obtained using
pitot-tube in a wind tunnel forUe517 m/s to 20 m/s. The turbu-
lence intensity in the wind tunnel was 0.6 percent, which is lower
than the values reported in the water channel experiments. How-
ever, the wake parameter was found to beP'0.1 and this is
comparable to the values obtained in open channel flow experi-
ments, e.g.,P50.08;0.1 in Tachie et al.@9#. The low value ofP
in the wind tunnel experiment was attributed to leading edge ef-
fects. For this set of data, the defect profile was correlated using
the formulation proposed by Finley et al.@3#.

The following observations can be made from Fig. 1. The skin
friction obtained in the open channel flow is comparable to the
wind tunnel data reported by Purtell et al.@8# for Reu,1000. On
the other hand, theCf values for the wind tunnel data of Purtell
et al. @8# and the correlation developed by Osaka et al.@7# are
lower than the open channel data and the water channel data of
Schultz and Swain@11# at higher Reu . The older but widely-used
correlation of Coles@12# is also shown in the figure. As noted in
the figure, Coles’@12# correlation describes the present data for
Reu,2000, but would under predict the open channel data for
Reu.2000. Furthermore, the difference between the water chan-
nel and wind tunnel data increases as Reu increases. For example,
compared to theCf values predicted from the correlation of Osaka
et al. @7#, prediction from the present correlation is 10 and 15
percent higher at Reu51000 and 6000, respectively.

The similarities and differences noted above can be explained
as follows. The turbulence level in the wind tunnel experiments of
Purtell et al.@8# and Osaka et al.@7# is an order of magnitude
lower than the water channel data. One effect of high freestream
turbulence intensity on the mean flow is to reduce the wake pa-
rameter~P! which in turn increasesCf ~e.g., Hoffman and Mo-

hammadi @18#, White @19#!. For the experiments conducted in
open channel, the values ofP were less than 0.15. Measurements,
as well as results obtained from direct numerical simulation for
canonical turbulent boundary layers, showed that the values ofP
are low at low Reynolds number butP increases as the Reynolds
number increases. Typical asymptotic values forP in wind tunnel
experiments varied from 0.55 to 0.62. Since values of the outer
wake parameter at low Reu in wind tunnel do not differ much
from those obtained in the open channel experiments the good
agreement between the data reported by Purtell et al.@8# and the
open channel data at Reu,1000 is to be expected even though the
turbulence levels are distinctly different. On the other hand, the
lower Cf values for the wind tunnel data of Purtell et al.@8# and
the correlation developed by Osaka et al.@7# in comparison to the
open channel data and the water channel data of Schultz and
Swain @11# can be attributed to the much stronger wake compo-
nents~P! for the wind tunnel experiments.

It is interesting to observe that although the data reported by
Tachie et al.@17# were obtained in a wind tunnel, they are ad-
equately described by the present correlation but not by the wind
tunnel correlation of Osaka et al.@7#. While the turbulence inten-
sity for this experiment~i.e., Tachie et al.@17#! is similar to those
reported by Purtell et al.@8#, the strength of the outer wake pa-
rameter was 0.1. This is significantly lower than values obtained
in wind tunnel experiments at similar Reu but comparable to open
channel experiments as noted previously. This observation pro-
vides further evidence that the skin friction characteristics are
strongly affected by the strength of the wake. Therefore, tech-
niques such as that proposed by Finley et al.@3# that implicitly
account for the role of the outer flow should be used to determine
the wall shear stress.

Summary and Conclusion
A new skin friction correlation for open channel boundary lay-

ers was developed using skin friction data obtained from a variety
of experiments, mostly in low Reynolds number open channel
flows. The range of Reu varied from 150 to 15,000, which covers
most of the Reu experiments available in the literature. The
present correlation describes the existing data to within67 per-
cent. It is observed that skin friction correlations developed for
canonical turbulent boundary layers, e.g., Osaka et al.@7#, only
slightly under-predict the skin friction coefficient in open channel
boundary layers at low Reynolds numbers, i.e., Reu,2,000. The
level of under-prediction increases at higher Reynolds numbers.
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1 Introduction
Particle motions in a turbulent boundary layer are strongly re-

lated to some significant environmental problems such as deserti-
fication and air pollution, and they often occur in many industrial
processes. It is, therefore, of great practical interest to investigate
the particle motions both in settling the environmental problems
and in designing industrial equipment.

Since lift acting on a particle is known to be affected by fluid
shear and particle rotation, the effect should be taken into account
in predicting the particle trajectories in a turbulent boundary layer
flow. The approximate expressions for the lift on a rotating par-
ticle in a shear flow have been proposed by a number of research-
ers~e.g., Rubinow and Keller,@1#; Saffman@2#; McLaughlin @3#!.
However, most of their expressions cannot be applied to the par-
ticles with high particle Reynolds numbers of Rep(5uui2viud/n)
@1 because they are derived on the assumption that the particle
Reynolds number is much less than unity (Rep!1). Hereui is the
fluid velocity at the center of the particle,v i is the particle veloc-
ity, d is the particle diameter, andn is the kinematic viscosity of
the fluid. Furthermore, although not only fluid velocities but also
initial particle ejection velocities and rotational speed are needed
to predict the lift, it is very difficult to obtain these values in the
actual turbulent boundary layer. Therefore, the effects of the fluid
shear and particle rotation on the particle trajectory especially for
Rep@1 have not yet been clarified.

In this study, we aim to numerically predict the particle trajec-
tory in a turbulent boundary layer for high particle Reynolds num-
bers of Rep@1, and identify the effects of the fluid shear and
particle rotation on the particle trajectory. To estimate the lift for
Rep@1, recent results of Kurose and Komori@4#, who provided
the expressions for 1<Rep<500 by conducting the three-
dimensional numerical simulations for a linear shear flow around

a rotating spherical particle, were used. The initial particle ejec-
tion velocities and rotational speed required for the computations
of particle trajectory were measured in a wind tunnel by means of
an image processing system combined with a high-speed video
system and a workstation. Wind velocities were measured by us-
ing a constant-temperature hot-wire anemometer with a miniature
X-probe.

2 Experiments
Figure 1 shows test apparatus, particle-motion visualization,

and air-velocity measurement systems. The test apparatus is a
wind tunnel with a glass test section 5 m long (x), 0.3 m high
(y), and 0.3 m wide (z). To focus on the particle behavior close
to the wall, a single particle fixed by a needle on the bottom wall
at a distance of 3.5 m from the entrance~x50, y50 andz50 !
was carefully released by magnetically pulling out the needle in
the developed boundary layer flow~Fig. 2!. The particles used
were polypropylene spherical particles with diameters of 500mm
and 1500mm. The mass density ratio of the particle and fluid,
rp /r f , is 902. As the bottom wall, rough particle beds consisting
of tightly-fixed particles with the same diameter as ejected par-
ticles, which are hereafter referred to as the particle wall~Kurose
and Komori@5#!, were used since the prominent ejection of par-
ticles could not be observed over the smooth wall. The visualized
particle motions were recorded at an interval of 0.0025 s in a
high-speed video system~NAC, HSV-400!, and transferred into a
workstation ~SUN MICROSYSTEM, SPARC STATION 10! as
two-dimensional digitized frame data with 1152(x)3450(y) pix-
els and 256 monochrome tones. The region analyzed was 5 cm
and 2 cm inx and y directions. Instantaneous streamwise and
vertical air velocities in the turbulent boundary layer over the
particle wall were simultaneously measured using a constant-
temperature hot-wire anemometer with a miniature X-probe. The
freestream wind velocity ranged from 8.4 to 15.9 m/s. The flow
properties over the 500mm dia and 1500mm dia particle walls are
listed in Table 1, whereUd is the freestream wind velocity,d is
the boundary-layer thickness, Red is the Reynolds number defined
by Red5dUd /n, d* is the displacement thickness,u* is the fric-
tion velocity, andd1 is the nondimensional particle diameter in

Fig. 1 Test apparatus, particle-motion visualization, and air-
velocity-measurement systems

Fig. 2 Particle fixation and release system
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wall unit defined byd15du* /n. The particle visualization and
analysis were conducted for 200 particles for each particle diam-
eter and each freestream wind velocity.

3 Results and discussion
Figures 3~a!, ~b!, and ~c! show the typical time records of the

horizontal and vertical positions,xp andyp , velocities,vx andvy ,
and accelerations,ax and ay , for the 500mm dia particle and
Ud515.9 m/s. The particle rolls on the wall with small collisions
with the roughness right after the release, and it suddenly ejects
markedly at a certain point~referred to as ejected position! indi-
cated by an arrow in Fig. 3~a!. At this point,vy , ax , anday begin
to increase rapidly. The similar trends were also observed for the
other cases with different particle diameter of 1500mm and dif-
ferent wind velocities, and the ejection positions for the same
particle diameter and the same wind velocity tend to be almost the
same despite the existence of roughness.

Figure 4 shows the ensembly averaged values of the horizontal
positions of particle ejections,̂xp

E&, and horizontal and vertical

velocities of the ejected particles,^vx
E& and ^vy

E&, at the ejected
positions against the freestream wind velocity,Ud . The values of
^xp

E& for 1500mm and 500mm dia particles decrease in proportion
to Ud with the same inclination, and̂xp

E& for the 500mm dia
particle is less than that for the 1500mm dia particle. On the other
hand, the values of̂ vx

E& and ^vy
E& increase with increasing

Ud ,and the ejection velocities for the 500mm dia particle are
larger than those for the 1500mm dia particle. The particle ejec-
tion velocity, ^VE&(5(^vx

E&21^vy
E&2)1/2), is estimated to be

1.13u* for the 500mm dia particle and 0.83u* for the 1500mm
dia particle, respectively. Hereu* is estimated from the distribu-
tions of the Reynolds stress. Both values of^VE& are less than
those given in the previous studies~e.g., 1.8u* by White and
Schulz@6#, 3.3u* by Araoka and Maeno@7#, 3.5u* and 4.4u* by
Nalpanis et al.@9# and 5.8u* by Willetts and Rice@8#! because, in
the present study, the analyzed region is confined to the small area
close to the wall. The particle Reynolds numbers Rep at the be-
ginning of the big ejection were 200-300 for the 500mm dia
particles and 300-500 for the 1500mm dia particles.

The particle rotational speeds ofx2y plane were measured by
analyzing the visualized frames of a white particle with the half
part painted in black. The 500mm dia particle was too small to

Table 1 Flow properties

Wall Ud @m/s# d @m# Red @-# d* @m# u* @m/s# d1 @-#

8.4 0.0762 4000 0.0267 0.33 11.0
10.2 0.0755 48100 0.0264 0.40 13.3

500 mm 12.1 0.0748 56600 0.0262 0.48 16.0
14.0 0.0747 65400 0.0261 0.55 18.3
15.9 0.0746 74100 0.0261 0.62 20.7

8.4 0.0861 45200 0.0301 0.36 33.8
10.2 0.0860 54800 0.0301 0.45 42.2

1500mm 12.1 0.0853 64500 0.0299 0.53 49.7
14.0 0.0848 74200 0.0297 0.62 58.1
15.9 0.0843 83800 0.0295 0.72 66.6

Fig. 3 Typical time records of the horizontal and vertical posi-
tions, velocities and accelerations „500 mm dia particle, Ud
Ä15.9 mÕs…: „a… positions; „b… velocities; „c… accelerations.

Fig. 4 Ensembly averaged values of horizontal ejection posi-
tion and horizontal and vertical velocities: „a… horizontal ejec-
tion position; „b… horizontal and vertical ejection velocities; s,
500 mm dia particle; d, 1500 mm dia particle.
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observe, therefore, the visualizations were carried out for 1500
mm and 2500mm dia particles over the 1500mm dia particle
walls and 1000mm dia particles over the 500mm dia particle
wall. Figure 5 shows the correlation between the ensembly aver-
aged value of the angular rotational speed,^V&, and freestream
wind velocity divided by the particle diameter,Ud /d. It is found
that ^V& monotonously increases with increasingUd /d and it is
approximated by

ln~^V&!522.6411.03 lnS Ud

d D . (1)

From this expression, the particle rotational speed for the 500mm
dia particle will also be evaluated.

To investigate the effects of fluid shear and particle rotation on
the particle trajectory, computations of the trajectory of the ejected
particle were carried out for the 500mm dia particle forUd
515.9 m/s. The two-dimensional equation for the motion of a
particle used is

mpS dv i

dt D5
1

8
CDpd2r f uuj2v j u~ui2v i ! (2)

whereCD is the drag coefficients,ui the wind velocities at the
center of the particle,mp the particle mass,r f the air density. The
virtual mass and Basset history forces were neglected, since Nal-
panis et al.@9# mention that these forces are negligible above a
distance over one or two particle sizes from the wall. The Stokes
number defined by St5(rp /r f)(d/2)2Ud /nd and the particle re-
sponse time defined bytp5(2/9)(rp /r f)(d/2)2/n were 750 and
0.78, respectively. The lift force acts on a solid particle in the
vertical direction by fluid shear and particle rotation was esti-
mated by

f L5
1

8
CLpd2r f uui2v i u~ux2vx! (3)

Here,CL is the lift coefficient, and the value can be obtained
from the expressions of Kurose and Komori@4# as functions of the
particle Reynolds number for 1<Rep<500, dimensionless fluid
shear rate for 0<S* (5(ux2vx)S/(d/2))<0.4 and dimensionless
angular rotational speed for 0<V* (5(ux2vx)V/(d/2))<0.25,
whereS and V are the dimensional fluid shear rate and angular
particle rotational speed. The effects of the fluid shear and particle
rotation onCD were ignored, and the value ofCD was given using
the approximate expressions of Morsi and Alexander@10# as a
function of the particle Reynolds number of Rep . The values of
ux , uy , andS were obtained from the air velocity measurement,
andV was estimated from expression~1! (V5^V&). The trajec-
tories can be calculated by integrating Eq.~2! with ~3! forward in
time, and the calculations were repeated until that particle ejected
from the bottom wall again reaches the bottom wall. The initial
particle positions,xp and yp , and particle ejection velocities,vx
andvy , were set to the ensembly averaged values in Fig. 4. Fig-
ure 6 shows the particle trajectories. The fluid shear and particle
rotation act to decrease and increase the horizontal length and the
maximum height of the trajectory, respectively, and the effect of
the particle rotation is stronger than that of the fluid shear. This
means that the effect of the particle rotation should be taken into
account in predicting the particle trajectory in the turbulent
boundary layer, especially for high particle Reynolds numbers.
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Fig. 5 Correlation between mean angular rotational speed and
free-stream wind velocity divided by particle diameter: d, 1500
mm dia particle; Ã, 2500 mm dia particle; ¿, 1000 mm dia par-
ticle.

Fig. 6 Comparison of predicted particle trajectories. Arrows S,
R, S¿R and N mean the predictions with effect of fluid shear,
with effect of particle rotation, with both effects and without
both effects.
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